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Executive

Summary

Exascale Town Hall Meetings
Letter Report

Lawrence Berkeley, Oak Ridge, and Argonne national laboratories convened three town hall meetings aimed at collecting
community input on the prospects of a proposed new Department of Energy (DOE) initiative entitled Simulation and
Modeling at the Exascale for Energy and the Environment, or E3 for short.

The goal of the town hall meetings was to engage the computational science community in a series of broad and open
discussions about the potential benefits of advanced computing at the exascale (10'® operations per second) on “global”
challenge problems in the areas of energy, the environment, and basic science.

Approximately 450 researchers from universities, national laboratories, and U.S. companies participated at the three
meetings held in April, May, and June 2007.

In addition to the scientific and engineering challenges and opportunities, the meetings also addressed needed advances in
computer science and software technology, large-scale hardware, applied mathematics, and cyberinfrastructure and cyber
security.

Here we summarize the major conclusions of the town hall meetings.

Feasibility of Exascale Systems

General-purpose exascale computer systems are expected to be technologically feasible within the next 15 years. These
systems will likely have between 10 million and 100 million processing elements or cores. The major U.S. vendors of
large-scale systems and processors (e.g., IBM, Intel, Cray, AMD) are in general agreement that these systems will push the
envelope of a number of important technologies, including processor architecture, scale of multicore integration (perhaps
into the range of 1000 cores per chip or beyond), power management, and packaging. The projected exascale systems
themselves will have part counts comparable to those of today’s largest systems (or slightly larger). Detailed cost studies
have not been done, but the consensus is that costs will be comparable to those of the largest systems being contemplated
today ($100 million to $200 million per system).

Significant challenges arise in accomplishing exascale computing, in areas that include architecture, scale, power, reliability,
cost, and packaging. A major source of uncertainty is how quickly the general marketplace will be able to adopt highly
parallel, single-chip, multicore systems in normal information technology (IT) products. The current belief is that the broad
market is not likely to be able to adopt multicore systems at the 1000-processor level without a substantial revolution in
software and programming techniques for the hundreds of thousands of programmers who work in industry and do not yet
have adequate parallel programming skills.

Extrapolation of current hardware trends suggests that exacale systems could be available in the marketplace by approximately
2022 via a “business as usual” scenario. With the appropriate level of investments, it may be possible to accelerate the
availability by up to five years, to approximately 2017.

vii



Executive Summary

Exascale systems will also require substantial investments in input/output (I/O) and storage research. The current trends in
disk drives and other storage technologies are optimized for the consumer market and may not have the optimal ratios of
capacity to bandwidth needed for large-scale systems.

Power efficiency is also expected to be a major problem, with the goal of an exaflops system at less than 20 MW sustained
power consumption perhaps achievable. Driving the earlier availability of the systems will compromise the power efficiencies
to some degree.

We note that Japan has outlined in its current petascale initiative a rough roadmap to the exascale that proceeds via three
systems: a 10 petaflops (PF) system in ~2012, a 100 PF system in ~2017, and a 1000 PF system in the ~2022 timeframe.
It appears possible for a U.S. computing program to maintain leadership during the next decade in this area — but only if
increased investments are started immediately and are sustained over the long term.

Science and Engineering Opportunities

The three town hall meetings examined a range of applications that would be materially transformed by the availability
of exascale systems. We highlight here several significant opportunities in the areas of energy, climate, socioeconomics,
biology, and astrophysics.

Energy

Energy research offers significant opportunities to exploit computing at the exascale, in order to advance our understanding
of basic processes in areas such as combustion, which would naturally lead to a design capability for improving the efficient
use of liquid fuels, whether from fossil sources or renewable sources. First-principles computational design and optimization
of catalysts will become possible at the exascale, as will de novo design of biologically mediated pathways for energy
conversion.

Access to exascale systems and the appropriate applications codes could have a dramatic impact on nuclear fission reactor
design and optimization and would help accelerate understanding of key plasma physics phenomena in fusion science
critical to getting the most from the U.S. investment in ITER.

Exascale systems should also enable a major paradigm shift in the use of large-scale optimization techniques to search for
near-optimal solutions to engineering problems. Many energy and industrial problems are amenable to such an approach, in
which many petascale instances of the problem are run simultaneously under the control of a global optimization procedure
that can focus the search on parameters that produce an optimal outcome.

Environment

Three broad areas relating to the environment were discussed: climate modeling; integrated energy, economics, and
environmental modeling; and multiscale biological modeling from molecules to ecosystems.

Climate modeling. As the most mature of the three environmental application areas, climate modeling is expected to make
good use of exascale systems. The impact of these systems will be threefold. First, they will enable the development of much
higher resolution models that will advance our understanding of local impacts of climate change; second, they will enable
the dramatic improvement of physical, chemical, and biological process representations in the climate models, which will
more accurately reflect the real climate system; and third, they will enable a thorough exploration of the parameters that
give rise to uncertainty in climate models via large-scale ensemble computations. Significant investments will be needed,
however, to port and improve climate models for exascale architectures, including the explicit targeting of multicore in
next-generation models and the development of an integrated climate research computing environment that will link climate
modelers with climate data sources, collaborators, and university and laboratory resources.

Integrating energy, socioeconomics, and environmental modeling. There exists a considerable opportunity to couple
detailed computer models of energy utilization and production with geospatialized socioeconomic models and, in turn, to
couple these to an Earth systems model that captures the feedbacks to and from the environment from human activities. This
integrated modeling suite would enable fundamental research into strategies for sustainable global economic development
and would lead to exploration of alternative development paths and their impacts on global energy security.
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Multiscale biological modeling. Large-scale computing is starting to have an impact in the biological sciences. Exascale
computing will enable computational biologists to begin to build models that can bridge the space-time parameters that
characterize important biological processes, including models of diverse microbial ecosystems from which we may gain
considerable new biotechnology (bioenergy, carbon sequestration, environmental technology, and industrial processes).
Bridging the scales from the molecular to the ecosystem offers many challenges for model developers, but it also provides
many opportunities for coupling research in high-throughput genomics, proteomics, and bioinformatics to applications via
exascale computing. This activity is key, for example, to accelerating the computing vision of programs such as DOE’s
Genomics:GTL initiative.

Astrophysics

Simulation opportunities in astrophysics include large-scale structure formation, galaxy formation, stellar evolution,
supernovae, and compact objects. For example, in the Type Ia supernova problem, exascale computing will enable
simulations with resolutions down to the Gibson scale (the length scale at which turbulent motion is effectively smoothed
by the propagation of the nuclear flame) with definitive prescriptions for nuclear energy release and the associated
nucleosynthesis.

Core collapse supernovae simulations with the spatial resolution required to properly model critical aspects of the explosion
dynamics (e.g., the evolution of the stellar core magnetic fields and their role in generating the supernova) will require
much higher resolution than today’s terascale codes. These codes, in turn, will require exascale computing, particularly if a
number of simulations are to be performed across the range of stellar progenitors and input physics. One such simulation is
expected to take ~8 weeks, assuming 20% efficiency on an exaflops machine.

Advances in these areas will require the adaptation of existing, and in some cases the development of new solution algorithms
for the underlying partial differential equations governing the evolution of these astrophysical systems and the codes that
execute them, as well as the optimization of both as they advance to the exascale.

Computer Science and Applied Mathematics

To realize science at the exascale will require a concerted effort to couple advances in algorithms, programming models,
operating systems, filesystems, I/O environments, and data analysis tools. In fact, exascale systems are likely to be so
demanding that they will drive new working relationships between the disciplinary scientists and the computer science and
mathematics communities.

Of great interest are methods that will enable the power of exascale computing to advance the use of mathematical optimization
in many areas of science and engineering. Examples include the use of ensembles and “outer loop™ optimization to iterate
design parameters of new nuclear reactor designs that would simultaneously improve safety margins and lower cost, or to
explore the parameter space of technology choices and how they might impact global energy security strategies.

Specific challenges that need to be overcome include development of scalable operating system services that can manage
10 million to 100 million cores, scalable programming models and tools that will enable developers to express orders of
magnitude more concurrency in applications, and data storage environments that can scale to exabytes of capacity and
sustained transfer speeds of terabytes per second. While reaching the needed scaling and performance goals will be a
challenge, the community believes that it is possible and achievable on a schedule that would not limit the prospect of
accelerating availability of exascale systems to 2017.

Cyberinfrastructure and Cyber Security

Large-scale computing resources are only a part of the overall computing environment needed to advance science. This
environment also includes high-performance networking, mid-range and smaller clusters, visualization engines, large-
scale data archives, a variety of data sources and instrumentation including emerging sensor networks, and the tens of
thousands of workstations that enable access to and are the primary development machines. Complementing the hardware
and networking is a vast software ecosystem that connects resources and enables them to work as part of a whole, spanning
networking software, databases, security, and hundreds of domain-specific tools. This overall collection, commonly referred
to as “cyberinfrastructure,” will require investments to fully exploit the power and promise of exascale computing. The
quality and robustness of the cyberinfrastructure will impact the productivity of the exascale computing resources. Additional
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investments in cyberinfrastructure and cyber security are needed to ensure that large-scale systems will be productive and
secure. While extreme-scale systems are sometimes the targets of security attacks, they are generally well protected by
layers of infrastructure. On the other hand, the general cyberinfrastructure that provides the rich computing environment
surrounding the extreme-scale systems is often vulnerable. Clearly, we must be wise in our development of exascale systems
to make balanced investments in the security of the overall scientific computing environment.

Conclusions

The broad computational science community has a golden opportunity to accelerate the availability of usable exascale
systems. To take full advantage of this opportunity to deliver exascale computing by 2017 will require an integrated program
of investments in hardware and software research and development, (R&D). Also required will be a tight coupling to a
selected set of science communities and the associated applied mathematics R&D. In some cases, such as astrophysics
and climate, the communities are well on the way to exploiting petascale systems. In other cases, such as socioeconomics
and multiscale biology, there is great opportunity for acceleration. Computational science and engineering opportunities in
energy are wide and deep and have an enormous potential impact on advancing energy technology and fundamental science.
If acceleration is to be achieved—and there is every reason to both desire it and believe that it can be accomplished—then
every minute will count, and even modest investments early in the cycle (e.g., 2008 and 2009) could have dramatic benefit
and will reduce uncertainties moving ahead.

Rick Stevens, Argonne National Laboratory
Thomas Zacharia, Oak Ridge National Labortory
Horst Simon, Lawrence Berkeley National Laboratory




Introduction

The U.S. Department of Energy (DOE) Office of Advanced
Scientific Computing Research (OASCR) has proposed a
10-year initiative on Simulation and Modeling at the Exascale
for Energy, Ecological Sustainability, and Global Security
(E3). This initiative, which is aligned with the strategic theme
of scientific discovery and innovation in DOE’s Strategic
Plan, is designed to focus the computational science experi-
ence gained over the past ten years on the opportunities that
will be introduced with exascale computing to revolutionize
our approaches to global challenges in energy, environmen-
tal sustainability, and security. A summary of the E3 initia-
tive is presented in Appendix A.

Planned petascale and potential exascale systems provide an
unprecedented opportunity to attack these global challenges
through modeling and simulation. In combination with theory
and experiment, computation has become a critical tool for
understanding the behavior of the fundamental components
of nature and for exploring complex systems with billions of
components, including humans. Computing has already been
used in partnership with theory and experiment to attack such
problems as the time evolution of atmospheric CO, concen-
trations originating from the land surface, the activity of the
cellulase enzyme on a time scale of 50 to 100 nanoseconds
(ns), the stabilization of lifted flames in diesel engines and
gas turbine combustors, and the behavior of superheated ionic
gases in plasmas.

The deployment in this decade of several systems with peak
performance in the range of 10'® operations per second (peta-
flops), enabling simulations sustaining hundreds of teraflops,
should be followed in the next decade by systems with peak
performance in the exaflops range and simulations sustaining
a hundred or more petaflops. Exascale computers will have
processing capability similar to that of the human brain and

offer the potential to unravel scientific mysteries that we have
not yet been able to address. Examples relevant to DOE mis-
sions include:

* Resolving clouds, forecasting weather and extreme
events, and providing quantitative mitigation strategies

*  Understanding high-temperature superconductivity

* Developing clean and efficient combustion systems for
diesel and alternative fuels

* Developing a detailed understanding of cellulase enzyme
mechanisms and creating more efficient enzymes for cel-
lulose degradation through protein engineering

*  Understanding the interaction of radiation with materials

* Advancing magnetic fusion through predictive capabili-
ties with core-edge coupling, realistic mass ratios, and
validated turbulence models for ITER

» Explaining and predicting core-collapse supernovae and
putting theories of general relativity, dense equation of
state (EOS), and stellar evolution to the test

Equally important, leading the development, acquisition, and
deployment of exascale systems has the potential to make
U.S. industry more competitive and to enable the solution of
problems of national importance. In response to the OASCR
initiative, Argonne National Laboratory (ANL), Lawrence
Berkeley National Laboratory (LBNL), and Oak Ridge
National Laboratory (ORNL) organized a community input
process in the form of three town hall meetings (see Table I.1).
The agendas of these meetings are provided in Appendix B.
About 450 participants, listed in Appendix C, attended these
three town hall meetings and contributed to this report.

Location Date

Web site

Lawrence Berkeley

National Laboratory April 17-18, 2007

http://hpcrd.lbl.gov/E3SGS/main.html

Oak Ridge

National Laboratory May 17-18, 2007

http://computing.ornl.gov/workshops/town_hall/index.shtml

Argonne
National Laboratory

May 31-June 1, 2007

https://www.cls.anl.gov/events/workshops/townhall07/index.php

Table 1.1 Town hall meetings on Modeling and Simulation at the Exascale for Energy and the Environment




Introduction

The goals of the town hall meetings were

*  to gather community input for possible DOE research ini-
tiatives in high-performance computing (HPC), computer
science, computational science and advanced mathemat-
ics, and to examine how these capabilities could be ap-
plied to global challenge problems;

* to examine the prospects for dramatically broadening the
reach of HPC to new disciplines, including areas such as
predictive modeling in biology and ecology, integrative
modeling in earth and economics sciences, and bottom-up
design for energy and advanced technologies;

* to identify emerging domains of computation and com-
putational science that could have dramatic impacts on
economic development, such as agent-based simulation,
self-assembly, and self-organization;

* to outline the challenges and opportunities for exascale-
capable systems, ultralow-power architectures, and ubig-
uitous multicore technologies (including software); and

» toidentify opportunities for end-to-end investment in new
computational science problem areas (including valida-
tion and verification).

Each town hall meeting was a day and a half in length and
combined invited plenary talks and parallel breakout sessions.
Breakout sessions at each meeting were organized and facili-
tated by a team of leading experts with representation from
each of the three laboratories. At all three meetings, breakout
sessions were focused on five application areas and four tech-
nical areas. The application areas and their central goals were
as follows:

* Climate. Improve our understanding of complex biogeo-
chemical (C, N, P, etc.) cycles that underpin global eco-
systems functions and control the sustainability of life on
Earth.

*  Energy. Develop and optimize new pathways for renew-
able energy production and development of long-term,
secure nuclear energy sources through computational
nanoscience and physics-based engineering models.

* Biology. Enhance our understanding of the roles and
functions of microbial life on Earth, and adapt these capa-
bilities for human use, through bioinformatics and com-
putational biology.

*  Socioeconomics. Develop integrated modeling environ-
ments for coupling the wealth of observational data and
complex models to economic, energy, and resource mod-
els that incorporate the human dynamic, enabling large-
scale global change analysis.

*  Astrophysics. Develop a “cosmic simulator” capability

to integrate increasingly complex astrophysical measure-
ments with simulations of the growth and evolution of
structure in the universe, linking the known laws of mi-
crophysics to the macro world.

The four technical areas address the development and deploy-
ment of the tools needed to deliver scientific discovery at the
exascale:

* Math and Algorithms. Advancing mathematical and al-
gorithmic foundations to support scientific computing in
emerging disciplines such as molecular self-assembly, sys-
tems biology, behavior of complex systems, agent-based
modeling, and evolutionary and adaptive computing.

» Software. Integrating large, complex, and possibly dis-
tributed software systems with components derived
from multiple application domains and with distributed
data gathering and analysis tools.

* Hardware. Driving innovation at the frontiers of com-
puter architecture and information technology, preparing
the way for the ubiquitous adoption of parallel comput-
ing, power-efficient systems, and the software and archi-
tectures needed for a decade of increased capabilities,
and accelerating the development of special-purpose
devices with the potential to change the simulation para-
digm for certain science disciplines.

*  Cyberinfrastructure. Developing tools and methods to
protect the distributed information technology infra-
structure by ensuring network security, preventing dis-
ruption of our communications infrastructure, and de-
fending distributed systems against attacks.

Each breakout session was tasked with addressing eight
charge questions:

*  What (in broad brush) is feasible or plausible to accom-
plish in 5-10 years?

e What are the major challenges in the area?
*  What is the state of the art in the area?
*  How would we accelerate development?

*  What are expected outcomes and impact of acceleration
or increased investment (i.e., what problems would we
aim to solve or events we would cause to occur)?

¢ What scale of investment would be needed to accom-
plish the outcome?

*  What are the major risks?

*  What and who are missing?




This report provides detailed answers to these questions
for each breakout topic; the major challenges for each
application and technical area are summarized in Table 1.2.
The consensus at the town hall meetings was that all of these
challenges, while formidable, can be overcome if action is
taken immediately to accelerate the availability of usable
exascale systems. An integrated program of investments in

Modeling and Simulation at the Exascale for Energy and the Environment

hardware and software research and development (R&D),
carried out in partnership with key science communities and
accompanied by applied mathematics R&D, can be expected
to produce the transformational science and disruptive
technologies needed to successfully attack global challenges
in energy, the environment, and basic science.

Major challenges in exascale computing

Topic

Major challenges

Climate .
satellite and other data

Integrating high-resolution Earth system models with massive assimilation of

o Detailed modeling of controlled and modified ecosystems to fit the environmental
envelope in which future climate changes will occur

¢ Development of process-scale mechanistic models for biogeochemical,
hydroecological, cloud microphysical, and aerosol processes

o Rational design and analysis of computer experiments to navigate very large
parameter space with very large outputs

Energy e Combustion:

and power plants

bustion applications

e Nuclear fusion:

e Solar energy:

e Nuclear fission:

— Predictive simulation capabilities that can accurately model combustion in new
high-temperature, low-emission regimes
— Robust and reliable ignition and combustion models for next-generation engines

— Multiscale formulations that can exploit the specialized structure of typical com-

— Scalable algorithms for multiphysics reacting-flow problems
— Improved discretization procedures

— Management of software complexity

— New tools for data management and information

— Accelerated development of computational tools and techniques to extend the
scientific understanding needed to develop predictive models

— Advanced computations (in tandem with experiment and theory) to deliver the
new science and technology needed to achieve continuous power with higher Q in
a device similar to ITER in size and magnetic field

— Exploration of huge parameter spaces

— ldentification of the best materials and designs for device improvement and
optimization, either through direct numerical material-by-design searches or
through new understanding of fundamental processes in nanosystems

— lIdentification of fuel cycles that reduce generation of high-level radioactive waste
— Reducing the time required for fuel development and qualification

— New tools for assessing life-cycle performance, addressing safety concerns, and
predicting fuel rod behavior in accidents

— Accurate predictions of the behavior of transuranic fuel

Biology

Model-driven high-throughput experimental data generation
Improving model development by incorporating genome-scale metabolic networks,
regulatory networks, signaling and developmental pathways, microbial ecosystems,
and complex biogeochemical interactions

¢ New bioinformatics techniques to address the integration of genomics, proteomics,
metagenomics, and structural data to screen for novel protein function discovery

¢ Molecular modeling techniques that can address multiscale challenges

Table 1.2 Major challenges in exascale computing
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Topic Major challenges
fn%cégﬁzznom'c Comprehensive suite of validated models of unprecedented geospatial and temporal detail

Comprehensive error analysis

Leverage of state-of-the-art climate modeling activities (to include economic
prediction models under alternative climate regimes, supported by basic research into
spatial statistics, modeling of social processes, relevant micro-activity and biosphere
coupling issues, and relevant mathematical challenges, such as multiscale modeling)
Novel, robust numerical techniques and HPC approaches to deal with the expected
orders-of-magnitude increase in model complexity

Assembly and quality control of extensive data collections

Astrophysics

Simulation of the formation of large-scale structures to understand the nature of dark
energy

Detailed simulations of the formation of galaxies to compare with observational data,
requiring dynamic ranges of order 10,000 in space and time

Full-scale simulation with validation quality of the helium shell flash convection
zone in stars

Supernova models that include realistic nucleosynthesis studies

Accurate descriptions of binary systems (e.g., a black hole and a neutron star or two
neutron stars)

Technical areas
Math and Systematic approach for quantifying, estimating, and controlling the uncertainty
algorithms caused by (e.g.) reduced models, uncertain parameters, or discretization error
Robust and reliable optimization techniques that exploit evolving architectures and
are easy to use
Appropriate algorithms for novel optimization paradigms that can be implemented
only at the exascale (e.g., hierarchical optimization problems over multiple time stages)
Handling of problems with hundreds of thousands of discrete parameters.
AMR for efficient solution of linear and nonlinear systems of partial differential
equations (PDEs)
Dynamic load balancing
New data representations, data handling algorithms, efficient implementations of
data analysis algorithms on HPC platforms, and representations of analysis results
for massive data sets
Software Development and formal verification tools integrated with exascale
programming models
New fault tolerance paradigms
Application development tools, runtime steering, post-analysis, and visualization
New approaches to handle the entire data life-cycle of exascale simulations (effective
formats for storing and managing scientific data, automatically capturing provenance,
seamlessly integrating data into scientists” workflow)
Hardware Performance per watt
Large-scale integration (packaging 10M to 100M cores with their associated
memories and interconnects)
Integrated hardware- and software-based fault management
Integrated programming models
Cyber Scalable and flexible resources for representing information and reducing
infrastructure information overload

Federated approach to:

— Authentication and authorization

— Creation and management of virtual organizations

Higher performance tools and techniques for data management and movement
Security products

Tools and techniques for system configuration, verification, troubleshooting, and
management

Framework and semantics for integrating information in individual cyber security
component systems for situational awareness, anomaly detection, and intrusion
response

Data transfer tools that provide dedicated channels for control communication and
graded levels of control

Table 1.2 Major challenges in exascale computing




How can we improve our understanding of
complex biogeochemical cycles that under-
pin global ecosystem functions and control
the sustainability of life on Earth? The ur-
gency of developing a science of global eco-
systems is common for several key questions.
The U.S. Climate Change Science Program
and the Intergovernmental Panel on Climate
Change (IPCC) have concluded that climate
change will accelerate rapidly during the 21st
century unless there are dramatic reductions
in greenhouse emissions [Alley et al. 2007].
Assessments by the IPCC and the Military
Advisory Board [CNA Corporation 2007]
suggest that global warming could have se-
rious implications for the natural and social
fabric in many parts of the world. Fortunately,
sensible policies to reduce greenhouse emis-
sions could be formulated by using reliable
climate forecasts and developing next-gener-
ation Earth system models (ESMs), including
processes and mechanisms to represent the
most likely mitigation strategies that depend
on ecological and biological process over
land, over oceans, and below the ground.

To develop the necessary forecasts, scientists
must address two major challenges. First,
how well can we forecast with increased cer-
tainty the committed climate change over the
next few decades resulting from historical
emissions? Second, how well can we forecast
longer-term climate change (Figure 1.1), in-
cluding interactions and feedbacks between
all components of the ESM and at spatial
scales of relevance to communities? The
second question is particularly difficult to
answer given our rather limited and rudimen-
tary knowledge of biogeochemical cycles and
feedbacks.

Meeting these challenges will require a quali-
tatively different level of scientific understand-

ing, modeling capability, and computational
infrastructure from that represented in the
current studies of global average quantities
[National Research Council 2001]. Achiev-
ing this capability may be impossible without
a concentrated effort over the next 5-10 years
to develop the detailed process models that
are demanded by increased spatial resolution
and driven by societal needs. We believe that
accelerating scientific development, through
targeted attack and application of exascale
simulation, is the best way to make a differ-
ence in the limited time while key decisions
must be made.

We have identified ten key scientific ques-
tions that address major unsolved issues and
represent targets of opportunity for computa-
tionally intensive simulation. Resolution of
these questions will yield a much better, more
defensible scientific grounding for policy and
political discourse. Dramatic advances in the
science will be required, however, to provide
robust answers and quantitative estimates of
uncertainty. After describing the urgent ques-
tions, we discuss the scientific advances that
are necessary to address these issues. Com-
mon to many of the scientific advances are
more accurate multiscale models that inte-
grate the physical, chemical, and biological
processes in the climate system.

A new type of multidisciplinary research pro-
gram is urgently required to advance the state
of our knowledge, to address the attendant
scientific challenges, and to project the future
of Earth’s environment from the local to the
global scale. Such a program is beyond the
scope of the current limited, piecemeal ap-
proach to climate modeling adopted by sever-
al U.S. agencies. Required over the next 5-10
years are focused and well-scoped invest-
ments in rapidly developing process-scale

A new type of interdisciplinary
research is needed to project
the future of the Earth’s
environment from the local to
the global scale.




Section 1: Climate

Figure 1.1 Relation between weather prediction and climate change studies. Climate
prediction covers time scales of months to decades and has great relevance to threat
assessment in hydropower, ecosystems, and energy sectors. (Image courtesy of

Kevin Trenberth [NCAR]).

Quantifying the uncertainties in
predictions will require a new
level of integration between
modeling and observational
science.

science related to biological and ecological
processes of the Earth system; new method-
ologies and software tools that can integrate
these branches of Earth system science with
the existing ESMs; and significantly larger
computing resources, such as those proposed
by the exascale program. The opportunity to
positively affect the outcome of the current
global change debate is restricted by the cur-
rent inability of the models to address these
regional and local-scale impacts effectively.
Significant investment over the next few years
can lead to a quantitative impact on this pro-
cess. Climate science is largely data limited,
and the success of the research is contingent
on basic measurements and observations nec-
essary to validate, verify, and constrain ESMs.
Quantifying the uncertainties in predictions is
expected to require a new level of integration
between modeling and observational science.
New mathematical methods and algorithmic
techniques will also be required to address
the fundamental challenges of multiscale and
multiphysics coupling. Even with exascale
computing, approximations and assumptions
must be made. Computing power has been
and will continue to be a key factor in making
these advances possible.

1. Urgent Earth System
Questions

Each of the ten questions in this section
present significant scientific challenges. In
some cases, these challenges can be overcome
by basic research into processes, better
observation networks, deeper theoretical
understanding, and more advanced modeling
approaches. In all cases, the path will be
more direct and progress accelerated if we
can take advantage of petascale and exascale
computational power. As the demand is
amplified for accurate and reliable predictions
of the causes and effects of climate change,
the best approach that scientists can take is to
continue the development of comprehensive
ESMs that can be used as scientific tools
to determine the safe concentration levels
for CO, and other greenhouse gases in the
atmosphere. While the scientific community
is engaged in expanding our theoretical
knowledge and improving our observational
depth, we are committed to exploiting our
new understanding to address the societal
challenges posed by climate change. This
initiative will allow the science community to
accelerate these efforts.

1.1 Development of Carbon
Sequestration Process Models

Decisions on land use and carbon capture and
storage technologies will have to be made over
the next few decades. Can we develop new and
coupled models representing the microbial,
ecological, and physiological processes for
methods that are currently under consider-
ation in oceans, land, and subsurface?

If we had five years to come up with a se-
questration strategy, we would have to use
reduced-form models. Major factors are ne-
glected in such models; more detailed models
clearly are desired to take account of carbon
allocation under large perturbations, of plant
mortality, of species migration, and of change
rates. The ability to do detailed and opera-
tional forecasting of the carbon cycle and
climate in the 20- to 50-year range would
put sequestration strategies on firm scientific
ground and be a valuable tool in helping soci-
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ety adapt to decadal climate change and sea-
sonal transients.

The predictability of short-term carbon—
climate models must be rigorously assessed
through evaluation with historical data sets. A
significant emphasis of this theme will be to
incorporate measurements and observations
(Figure 1.2) to develop more mechanistic-
based models of the various ecological and
biological processes at scales ranging from
a single tree or plant to scales of ecological
systems. For example, starting with the year
1870 (preindustrial conditions), modeled car-
bon budgets driven by land use change and
increasing atmospheric concentration can be
performed with some certainty. Since predict-
ability in the decadal range is expected to be
low (based on theoretical results, Figure 1.3),
data assimilation techniques for carbon will
be required to constrain these hindcast pre-
dictions. Because of slow decomposition of
frozen soils in high latitudes, carbon storage
in soil and litter is greater in this part of the
global ecosystem, almost twice as concentrat-
ed in the boreal and tundra regions as in tem-
perate regions. With significant changes to
the precipitation in high latitudes (up to 20%
increase for IPCC scenarios), the possibility
of abrupt changes and release of large stored
carbon pools needs to be investigated. This
effort requires model development and data
collection to understand the processes that
form the foundation for further model devel-
opment work and ultimate integration into an
ESM. We do not know the sign of the carbon
flux signal for many parts of the Earth under
climate change scenarios.

1.2 Characterizing and Bounding
the Coupled Earth System

A systematic understanding of the mathemat-
ics of the climate system has yet to be discov-
ered. Can we develop a theory of internal and
forced modes of multiphysics, multiscale com-
ponents that interact as a coupled system?

The paleo record provides evidence that the

needed is a more rigorous systems approach,
utilizing control theory for systems of partial
differential equations (PDEs). Such a theory
will allow model developers to determine
whether important factors and processes are
missing from current models and to pinpoint
model components that contain errors when
compared with the historical climate record.

Abrupt climate change, and the potential for
rapid shifts from one climate equilibrium state
to another, could be understood in the context
of this system theory. The ability to develop
accurate models that incorporate multiscale
phenomena from process studies would be
greatly advanced by such a theory.

1.3 Probability of Extreme Weather
Events and Significant Shifts in
Regional Climates

As climate change accelerates, questions
arise regarding the frequency and occurrence
of extreme weather shifts in regional climate
patterns. How can the climate models be
adapted to meet these challenges?

The study of extreme events using ESMs is
just beginning, but this is just the kind of infor-
mation that affects community needs. Some
of the largest impacts of climate change are
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Models development is critical:
In many cases we do not know
even the sign of the carbon
flux signal for many parts of the
earth.

carbon cycle is well bounded, especially in the
interglacial periods, but there are no asymp-
totic analyses of the cycle based on the math-
ematics of carbon—climate models. Clearly

Figure 1.2 The terrestrial biosphere as a consumer and producer of chemicals in
the atmosphere. As chemicals cycle through plants, soil, and atmosphere, the long-
term feedbacks affect where they are stored. Nutrients such as nitrogen stimulate
plant growth.
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associated with changes in relatively rare but
extreme localized phenomena, such as more
intense hurricanes, violent rainstorms, flash
floods, and heat waves, as well as low-fre-
guency extremes such as droughts. More tem-
poral and spatial specificity at scales relevant
for agriculture, industry, and society is not
yet feasible from a computational viewpoint.
The ability of existing models to accurately
simulate extreme temperature and precipita-
tion events is severely limited by horizontal
resolution constraints. Furthermore, since ex-
treme events are rare by definition, adequate
statistical characterization of the tails of the
distribution of weather events is required to
make quantitative statements about changes
in their behavior. It is likely that downscaling
methods will still be needed to reach the local
scale, even with exascale computing power.
An important part of this challenge involves
engaging stakeholders to iteratively define the
interface and the important metadata needed
to interpret or interpolate between analy-
sis tools, such as global information system
(GIS) collections or GoogleEarth. How do
we tell what is important? Can priorities be
model-based?

Using models, we should be able to iden-
tify key triggering mechanisms for extreme
weather and climate events and identify open

Figure 1.3 Predictability of weather and climate models: high on the short time
scales and in the long, asymptotic scales. Since many of the questions to be an-
swered are targeted to the 20-50 year range, the ability of models to provide reli-
able forecasts will be challenged. Image courtesy of Kevin Trenberth (NCAR).

scientific issues that introduce first-order
uncertainties in climate forecasts. Since sta-
tistics are important for extreme events, a
computational challenge arises in character-
izing the tails of the distributions where ex-
treme events occur.

With petascale computing, horizontal reso-
lution can be increased to the 10- to 25-km
scale, permitting reasonable simulation of
tropical cyclones. Moderate increases in en-
semble size, from the current state of the art
of 10 realizations to about 50 realizations,
should also be possible. Exascale computing
will permit a combination of further resolu-
tion increases to better resolve individual
storms and increased ensemble size to better
capture extreme value statistics. This will of-
fer a great advance in characterizing the un-
certainty of climate models and provide the
impacts community with reliable expecta-
tions of models.

1.4 Sustainability of the Tropical
Rain Forest

Precipitation in the tropics is a leading-order
factor governing the carbon cycle. What are
the magnitude and stability of the carbon—
climate feedback for tropical ecosystems?

The Amazon rain forest plays a pivotal role
in the climate and, in particular, the carbon
cycle. If this ecosystem were to collapse, a
large amount of carbon from decaying plants
would be released into the atmosphere Since
climate change simulations indicate that pre-
cipitation will decrease in the tropics under
warming scenarios and that less snowmelt will
feed the Amazon River basin, a drier Amazon
could represent a positive feedback for global
warming. Attempts to forecast this situation
highlight the possibility of large changes in
the next 50 years.

New methods and models are urgently need-
ed, with increased details and significantly
more species diversity of plant and microbial
life. Also needed are mechanistic process-
based models of below- and above-ground
ecology.
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1.5 Stability of the Polar Caps
and Greenland and Antarctic Ice
Sheets

Melting or breakup of either the Greenland
ice sheet or significant portions of the Antarc-
tic ice sheet could cause a sea level rise of 6 m.
What is the likelihood of this happening and
on what time scale?

The past 15 years has seen an unanticipated
acceleration of ice flow into the ocean from
individual catchments of the Greenland and
Antarctic ice sheets. If these accelerations are
sustained, even larger portions of the polar
ice sheets could become vulnerable to mass
wasting, with potentially grave consequences
for society. Sea level rise is likely the great-
est uncertainty in evaluating climate change
impacts.

Currently we cannot exclude the possibility
of a >1 m cumulative sea level rise over the
next century because of partial collapse of the
major ice sheets, in addition to the 0.5-m rise
expected due to thermal expansion. This prob-
lem is coupled not only to the climate system
but also to energy and population security.
Densely populated coastal areas would be
severely impacted. Critical infrastructure—
including oil refineries (80% of U.S. refining
capacity is at < 1.5 m above sea level), nucle-
ar power stations, ports, and industrial facili-
ties—is often concentrated around coastlines.
Coastal biomes, many of which are implicitly
part of coastal infrastructure designs, may be
severely impacted worldwide.

Exascale simulation is a key tool in predicting
the likely course of ice sheet dynamics. Pre-
viously unanticipated complexity in ice sheet
dynamics is emerging, and new observational
techniques are providing a wealth of data on
past and present controls on ice sheet change.
Anew dynamic ice sheet model must incorpo-
rate new processes, including ice-stream flow
regime change, production and transport of
basal fluids, surface-melt to bed lubrication,
fracturing, grounding line physics, and ice-
shelf/ocean interactions. Such a model must
represent scales appropriate for slow creep
deformation and fabric formation within the
vast ice sheet interior, fast plug flow and wa-

ter redistribution beneath ice streams, and
their tributaries, and flow acceleration and
divergence into an ice shelf. Successive de-
velopment will couple this ice sheet simulator
to models of the dynamic earth, atmosphere,
and ocean for predictions of future sea-level
change. Systematic methods of constraining
the model against the available datasets us-
ing inverse modeling have very high compu-
tational demands but will help yield robust
results.

1.6 Release of Methane Hydrates

As warming occurs in the oceans and on land,
frozen deposits of methane will be released
into the atmosphere. What is the potential in
the next 20-50 years for a sudden increase in
warming as a result of melting of Arctic and
ocean-shelf deposits of methane hydrates?

Historic records need to be further quantified,
and new observations are needed to quantify
the potential for a sudden release and posi-
tive feedback. High-latitude peatland regions
are rapidly warming, and as permafrost melts,
the shift from anaerobic to aerobic condi-
tions will need to be part of ESM land sur-
face schemes. Ocean-shelf methane hydrate
deposits similarly will release methane as a
threshold temperature is exceeded. Models
of methane hydrate deposits need to be de-
veloped and coupled to both the land surface
process models and deep ocean circulation
models.

1.7 Sustainability of Sea Life

The increasing concentration of atmospheric
CO, is changing the pH of the ocean. What
level of change will trigger coral reef col-
lapse, impacts on fisheries, megafauna
changes, and a change in the ability of ocean
organisms to take up CO,?

The ocean removes a large percentage of CO,
from the atmosphere. The increased levels of
CO, in the ocean reduce the carbonate ions
available for producing calcium carbonate
shells. The result is that the skeletal growth
rates of corals and some plankton can slow,
and in extreme cases some shells may even
dissolve. Research is needed to understand
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Exascale simulation is a key
tool in predicting the course of
sheet ice dynamics.
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Competition over water
resources threatens security
and political stability in many
areas of the world: New models
are needed for predicting river
flow and underground water.

the ocean’s role as a “sink” for CO, and to
determine the potential impacts on the ocean
food web.

1.8 Sustainability and Agricultural
Ecosystems

The shift from agricultural or forest produc-
tion to production of crops for biofuel could
be a significant change in land use patterns
in 10-20 years. How might this change the
climate’s hydrologic cycle and affect the
potential for carbon sequestration of the
biosphere?

Biofuels offer an attractive alternative fuel
source that reduces the net emissions of CO,
into the atmosphere and enhances our inde-
pendence from declining and potentially un-
stable sources of petroleum. Development
of other fuel sources also looks promising.
The benefits and drawbacks need to be con-
sidered, however, in the context of a carbon
sequestration strategy, pollution control, and
the hydrological cycle. To this end detailed
models of agricultural ecosystems are needed
at the level of each crop and associated land
use (see Figure 1.4). Existing models are fair-
ly simple and parametric [Ma, Shaffer, and
Ahuja 2001]. A significant investment and
larger computational resources are urgently
needed to advance the development of these
models and their integration into an ESM.

1.9 Changes in Precipitation
Patterns and Hydrology

Regional scale shifts in climate patterns could
stress surface and groundwater resources
and lead to a disruption of current levels of
agriculture production and overall econom-
ic sustainability. What is the extent of these
changes, where do they occur, how often, and
what do we need in the ESM to predict these
changes with some certainty?

The intelligence community is calling cli-
mate change a serious threat to global secu-
rity. Competition over water resources under
stress and regional scale shifts in precipita-
tion patterns could further affect security and
political stability in many areas of the world.
An increase in confidence in ESM predictions

at these scales for precipitation and hydrol-
ogy is essential to effectively address these is-
sues over the next couple of decades. Model
development focused on methodologies for
dealing with the stochastic nature of precipi-
tation is urgently needed, as is development
of more hydrological basin-scale based ap-
proaches for predicting river flow and un-
derground water resources. New approaches
with remotely sensed GRACE (Gravity Re-
covery and Climate Experiment) water levels
and data assimilation techniques will reduce
these groundwater model uncertainties.

1.10 Dynamical Linking of
Socioeconomic and Climate
Responses

At present, there exist one-way and loosely
coupled flows of information between physi-
cally based ESM and socioeconomic model
interfaces. How can we ensure two-way dy-
namic feedback between these models?

Current models are moving from prescribed
emissions scenarios to dynamic emission
scenarios, and ESMs are beginning to include
dynamic feedback from impacts models [Fos-
ter 2007]. Bringing the needed feedbacks into
a coupled ESM requires a methodology for
incorporating social response as a function of
climate into the emissions scenarios, incorpo-
ration of detailed local-to-regional socioeco-
nomic phenomena, and decision-game theory
mapped into these concepts.

2. State of the Art

The science surrounding the biogeochemi-
cal coupling of climate has become central
to answering these questions as we learn
more about how the coupled carbon cycle
has changed in the fossil record, how it is
changing now, and how it might change in re-
sponse to global climate change. Addressing
the science issues will require new observa-
tions and methods of analysis, new theoreti-
cal understanding of the carbon cycle, and
new models of the Earth system that include
the interactions between human society and
the environment. These models play pivotal
roles in interpreting the paleoclimate records,
in synthesizing and integrating measurements
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to study the current carbon cycle, and in pro-
jecting the future responses of human soci-
ety and the natural world to evolving climate
regimes.

One of the most promising pathways to im-
proving our understanding has been to de-
velop models that represent the complexity of
interactions in the Earth system as accurately
as possible. Over the past 30 years, these mod-
els have advanced considerably in spatial and
temporal resolution and in the representation
of key processes. However, forecasts of envi-
ronmental and societal responses to climate
change remain highly uncertain. The principal
challenges are quantifying the sources of un-
certainty, reducing the level of uncertainty at
all scales using observations and fundamental
theory, and understanding the natural and an-
thropogenic feedbacks in the climate system.
New, multidisciplinary teams of physical,
biological, and social scientists could accel-
erate progress on these challenges with trans-
formational levels of computing.

The carbon cycle has been characterized
by using observations from ships, land sur-
face sites, and aircraft. The amounts of CO,
in and exchanges of CO, among the atmo-
sphere, ocean, and land have been estimated
to the first order. Representations of the car-
bon cycle have been introduced into a first
generation of ESMs. In contrast to earlier
atmosphere-ocean general circulation models
(AOGCMs), ESMs can simulate the coupled
physical, chemical, and biogeochemical state
of the Earth system. Modern AOGCMs oper-
ate on terascale systems, realistically repro-
duce the historical record of global warming,
and consistently attribute this warming to
human-induced changes in atmospheric
chemistry.

One method of assessing our state of under-
standing is to compare the process- and sys-
tem-level simulations from multiple ESMs for
a single scenario for anthropogenic emissions
in hindcast and forecast modes for integration
periods ranging from seasons to centuries.
Recent studies indicate that the simulated
carbon cycle interacts with climate change
to increase, not decrease, the uncertainty in
these forecasts. This uncertainty is caused by
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Figure 1.4 Biofuel production will entail land use changes that interact with the cli-
mate system. National, regional, and local impacts could be modeled in an exascale

Earth system model.

many factors, but one of the most important
is the large range of projections for tropical
precipitation. This illustrates that better un-
derstanding of biogeochemical cycles is, to a
large degree, contingent on better understand-
ing and simulation of the physical climate.
Systematic error reduction of the physical
climate system needs to progress concurrent
with the advancement of ESMs with biogeo-
chemical processes and ultimately socioeco-
nomic/energy and emissions feedbacks. In
addition, the simulated carbon cycle tends to
amplify global warming, although this ampli-
fication is also quite uncertain. The feedback
is caused by changes in the terrestrial carbon
cycle that are difficult to test empirically with
our limited observational network and limited
process models. The feedbacks could become
important and could therefore confound ef-
forts to mitigate climate change in the latter
part of the 21st century.

Human society has been measurably perturb-
ing the natural carbon cycle since the mid-
18th century. Thanks to comprehensive data
on the production and use of fossil fuels, we
can quantify the emission of CO, from these
fuels and its disposition throughout the cli-
mate system. It is unclear, however, whether
we have socioeconomic models capable of
hindcasting or predicting emissions of CO,

Exascale computing will

enable scientists to reduce the
uncertainty in models of natural
and anthropogenic feedbacks in

the climate system.
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Coupling of biogeochemical
cycles with ocean and land
ecosystems requires simulation
over time sales from a few days
to thousands of years.

with sufficient accuracy for policy formation.
This lack of certainty arises especially be-
cause these models can be evaluated only by
using historical data, whereas the economic
transformations required to mitigate climate
change are without historical precedent.

In summary, significant advances in under-
standing biogeochemical cycles will follow
from

» integration of models and observations of
the carbon cycle,

» process-level modeling of biogeochemi-
cal cycles across space and time scales,

» accurate models of the coupled physical
and biogeochemical system, and

» robust economic models hindcasting and
predicting climate-changing pollutants

Attaining these new capabilities requires new
approaches that extend across the traditional
disciplines of geophysics, biology, and ecol-
ogy. Major advances are needed in observa-
tional, theoretical, and computational studies
of our environment.

3. Major Challenges

Three major technical challenges face scien-
tists in understanding biogeochemical cycles.

3.1 Integration of Models and
Observations of the Carbon Cycle

Meteorological and oceanic analyses have be-
come an important tool for studying the mean
state and variability of the current physical
climate. Such analyses are constructed by
using a model that is adjusted by incorporat-
ing observations during its integration. These
analyses have proved particularly useful for
understanding the relationship between ob-
servations and the underlying dynamics of
the climate system. It would be especially
valuable to have a comparable analysis of
biogeochemical cycles that could relate local
and global biogeochemical processes.

No extant analyses encompass the physical,
chemical, and biogeochemical processes in
the climate system. Development of these
analyses will require significant investment

in assimilation systems for chemical and bio-
geochemical observations from in situ and
satellite platforms. Also required will be con-
siderably more advanced models to under-
stand the error characteristics of the analysis
system.

3.2 Process-Level Modeling of
Biogeochemical Cycles

Simulation of biogeochemical cycles requires
detailed understanding of terrestrial and oce-
anic ecosystems; the exchange of organic and
inorganic carbon compounds with other parts
of the climate system; and the fluxes of en-
ergy, water, and chemical compounds (e.g.,
nutrients) that affect these ecosystems. The
critical nutrient cycles for ocean and land
ecosystems span time scales ranging from a
few days (e.g., nitrogen) to over 1000 years
(e.g., iron). Modeling over these large time
scales to fully evaluate the couplings between
biogeochemical cycles and ecology will be a
significant computational challenge. The spa-
tial heterogeneity in the biosphere is a funda-
mental issue overlying much of this science.
New models are needed to develop sensible
volume/area/mass-averaged and mass-con-
serving idealizations that preserve the het-
erogeneity of the process and still allow for
a degree of conceptualization. Other major
challenges are the sophistication of the eco-
logical representations, the effects of high-
frequency spatial and temporal variability on
the carbon cycle (e.g., fronts and eddies), and
the behavior of the biogeochemical cycles in
coastal zones [Doney 2004].

The ecosystem representations tend to be
formulated as paradigms of ecological func-
tions. The field certainly needs more mecha-
nistic models of these ecosystems constructed
at the level of individual organisms. It also
needs much more detailed understanding of
the nutrient networks and how these networks
affect the carbon cycle. The effects of sharp
gradients or rapid changes in the physical
environment of the components of the car-
bon cycle are not well understood. With the
advent of ultrahigh-resolution ESMs over
the next decade, scientists should be able to
probe the effects of rapid variability on scales
much smaller than the mesoscale.
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Moreover, the biogeochemistry in coastal
zones has not been adequately studied. These
regions have been challenging to simulate in
global models with insufficient resolution to
resolve the coastal regions, the discharges of
river sediments into the regions, and other re-
lated features.

3.3 Accurate Models of
the Coupled Physical and
Biogeochemical System

Global models of the Earth system are irre-
placeable tools for studying the past, pres-
ent, and future climate. The accuracy of
these models can, for some processes, be
determined through comparisons with fun-
damental theory, with observations, or with
benchmark computational models. For many
processes—for example, the formation and
evolution of clouds and convection—no
practical fundamental theory exists. These
processes are represented in AOGCMs and
ESMs by using simplified statistical repre-
sentations, or parameterizations. There is also
no mathematical theory for the derivation of
parameterizations from either observations or
benchmark computational models. As a re-
sult, the parameterizations in ESMs represent
a primary source of uncertainty, both in the
reliability of the models as predictive tools
and in the fidelity of models to the actual
processes in nature. This uncertainty is mani-
fest in the uncertainties regarding the sign of
cloud feedbacks on climate change, the sign
of convective feedbacks on water vapor, and
so forth.

While it is relatively easy to evaluate the
simulations produced by using parameteriza-
tions from observations and benchmark cal-
culations, it has proved extremely difficult to
determine how to improve the parameteriza-
tions based on these evaluations. It has also
proved difficult to quantify accuracy—in a
basic sense, it is not clear what level of ac-
curacy is attainable. It is well known that
weather cannot be predicted accurately be-
yond roughly one week because of the fun-
damental sensitivity of fluid evolution to the
initial conditions of the fluid. However, there
is no analogous theory for seasonal, interan-
nual, decadal, or centennial prediction.

At a minimum, enhanced computing ca-
pability should make it possible to replace
parameterizations selectively with computa-
tionally intensive representations at the limit
of our present theoretical understanding. For
example, with exascale computing it may
be possible to replace conventional param-
eterizations of the carbon cycle (over limited
domains) with mechanistic models that repre-
sent individual organisms. It should also be-
come possible to replace conventional cloud
parameterizations with models of cloud for-
mation based on the fundamental physics of
condensation.

Ocean models will make better use of the
placement of grid points through unstructured
and adaptive mesh technologies that allow
for eddy-resolving simulations with dynamic
coasts, sea-level rise, detailed boundary cur-
rents, and refinement of critical areas of the
bathymetry such as sills and overflows. De-
tails of tidal mixing—as tides move over ice
melts and enhance melting—will couple with
sea and land ice sheet models for accurate pre-
diction of sea-level rise. At the petascale, we
will simulate for centuries; at the exascale, the
millennial time scales of the deep circulation
will be simulated. A seamless suite of climate
prediction capability would be a potential aim
of the ESM in the future.

4. Feasible Objectives over
the Next Decade

Despite the significant challenges outlined
above, we are confident that significant prog-
ress can be made in biogeochemical simula-
tion within the next 10 years.

4.1 Integrated Models and
Measurements of Biogeochemical
Cycles

Integration of models and observations of
the Earth system appears feasible in the next
5-10 years. The integration should include
new measurements of the carbon cycle from
planned deployments of automated ocean-
sondes and aerosondes and from new satel-
lites such as the Orbiting Carbon Observatory
and Earthcare. These new observational data
streams will give total column CO, measure-

Global models of the Earth
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system are irreplaceable tools
for studying past, present, and

future climate.
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A hierarchy of models is needed
to represent the diversity and
heterogeneity of ecological
processes in agricultural
systems.

ments. They will enable studies critical for
detection and attribution of changes in the
carbon cycle, such as the characterization of
the natural variability in the coupled carbon
cycle, the response of biogeochemical sourc-
es and sinks to natural variability in physical
climate, and the ways in which natural dis-
turbances such as fires and volcanoes perturb
biogeochemical cycles.

The coupling of ocean pH with atmospheric
CO, will allow a closer examination of the
ability of sea life to adapt to and tolerate cli-
mate change. The complexity of the ocean
ecosystem suggests that the carbon cycle is
only the first step in coupling the terrestrial
biosphere with climate. For example, iso-
prene emissions from Pacific Ocean algae
appear to have an effect on cloud forma-
tion. Models of secondary organic aerosols
(SOAs), when compared with the best field
measurements, underestimate SOAs by a
factor of 10. The treatment of cloud aerosol
interactions, and particulates in general, will
be important for predicting radiation changes
as well as nutrient cycles for land and ocean
ecosystems. These treatments require devel-
opment of much better microphysical models
of multicomponent aerosols for the full mul-
tidecade range of particle sizes observed in
the atmosphere. Physically based and com-
putationally demanding models based on the
aerosol general dynamic equation should be
reconsidered. A comprehensive methodol-
ogy for generating SOAs from the poten-
tially numerous organic compounds in the
atmosphere from anthropogenic and biogenic
emissions should be developed. This method
will help in delineating the differences be-
tween the various degrees of biomass in a
burning plume, a cause for much uncertainty
for calculating radiative forcing in the current
models. Cloud-resolving models at very high
spatial resolution will need cloud condensa-
tion nuclei and droplet activation models that
go beyond the current parametric representa-
tion and that can account for multicomponent
aerosols with surfactants and with inert and
hydrophilic particle nuclei. The impacts of
biomass burning on air quality give urgency
to addressing the scientific challenge of un-
derstanding these processes and ensuring that

the model is doing the right thing for the right
reasons.

4.2 Development of Next-
Generation Ecological Models

Ecological models representing the diversity
of plant life are under development [Stich
2003]. Most of these models are highly para-
metric, are primarily based on individual data
sets, and tend to be site specific. The recent
generation of dynamic vegetation models has
started taking a more holistic approach to rep-
resenting this diversity and heterogeneity by
adopting macroscale aggregation based on
plant functional types. However, agricultural
ecosystems either are not present or find lim-
ited roles in these models. Since agricultural
ecosystems are among the largest terrestrial
ecosystems, better representation of these
systems in terms of individual crops and cli-
mate zones is needed.

One possible solution is to build a hierarchy
of models that can represent the diversity and
heterogeneity of the ecological processes
found in agricultural systems. Complexity
could range from an agricultural crop mon-
oculture to a diverse native prairie, and from
these models one could develop reduced-
form models with higher levels of abstrac-
tion. These reduced-form models could be
functionally similar to the current genera-
tion of dynamic vegetation models (DVMs)
with capability to both affect and respond to
the dynamics of the more detailed models.
Individual-based or agent-based modeling
approaches could be targeted for develop-
ing these detailed models. Development of
mechanistic process-based models would be
needed for below-ground soil and microbe
processes, in addition to the physiology of and
competition among plant functional groups.
Approaches such as genomic typing that are
under consideration for representing micro-
bial life would be evaluated and targeted for
further development. If implemented, such a
modeling approach would enhance our ability
to plan for mitigation strategies such as car-
bon sequestration that involve the biosphere
and land processes.
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4.3 Better Theory for and
Quantification of Uncertainty

Formulating a firm theoretical foundation for
uncertainty quantification will require major
new approaches to error attribution and new
developments in the mathematical theory for
complex model systems. The motivation for
realizing such a foundation follows from the
challenge to develop demonstrably more ac-
curate models. If we understand the sources
of uncertainty, we may be able to make mod-
els so good in particular areas that we are at
the limits of what we can learn from observa-
tion. Conversely, where models are uncertain,
we may be able to suggest observations or ex-
periments that would significantly add to our
knowledge of the climate system.

The propagation of uncertainty through a
coupled model is particularly challenging be-
cause nonlinear and non-normal interactions
can amplify the forced response of a system.
New systematic theories about multiscale,
multiphysics couplings are needed to better
guantify relationships. Such theories will be
important as ESM results are used to couple
with economic and impact models. The sci-
ence of the coupling and the quantification
of uncertainties through coupled systems are
necessary groundwork to support complex
decisions that will be made over the next few
decades.

5. Accelerating Development

Advances in our understanding require im-
proved observations, theory, and computa-
tionally based models of the climate system.
Here we focus on three areas that will accel-
erate such development: model development
teams, close interaction with applied math-
ematicians, and high-end simulation. In each
case the emphasis is on collaboration with
ecologists and biologists, social scientists and
economists, and applied mathematicians and
systems experts.

5.1 Focused Model Development
Teams with Dedicated Resources

At present, climate modelers develop ESMs
in a mode suitable for large scientific enter-
prises. However, assessing the impacts and

mitigation of climate change requires ESMs
that have been designed from the outset to
couple to models for ecology, biology, society,
and the economy. The design and exploitation
of these models would be greatly enhanced
by direct collaborations between the climate
community and ecologists, biologists, social
scientists, and experts in public policy.

The design of mitigation strategies that adapt
to the changing climate and our understanding
of those changes requires new combinations
of econometrics and game theory. The cli-
mate community should collaborate directly
with mathematical economists to incorporate
and study the behavior of interactive mitiga-
tion modules in ESMs.

Topics to be addressed by the development
teams include the following:

» High-resolution ESMs with massive as-
similation of satellite and other data

« Hierarchical unit testable models with re-
quirements for accuracy in the ESMs

o Detailed modeling of controlled and
modified ecosystems to fit the environ-
mental envelope in which future climate
changes will occur

*  QGreater scalability and identification of
greater degrees of parallelism

» Process-scale mechanistic models for
biogeochemical, ecological, and aerosol
processes

5.2 Applied Mathematics and
Computer Science Collaborations

The climate community needs to force much
closer collaboration with applied mathema-
ticians to address the complexity of climate
models. Such collaborations could be useful
in theoretical studies of climate models as dy-
namical systems, new approaches to quantify
and reduce uncertainty, new methods to syn-
thesize models and data, and techniques to
parameterize very complicated processes.

Two cross-cutting developments are critically
needed: (1) new applications of new algo-
rithms in the physical climate model and (2)
new software architectures and rapid devel-

Formulating a firm theoretical
foundation for uncertainty
quantification requires

major new approaches to
error attribution and in the
mathematical theory for
complex model system.
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opment environments to facilitate code refor-
mulation and refactoring.

5.3 High-End Simulation Capability

Individual ESMs in the next IPCC assess-
ment will produce on the order of a petabyte
of output. Data volume of this magnitude is
already taxing traditional (and usually serial)
analysis techniques and database systems.
The new class of ESMs for the environment
and society could produce truly prodigious
amounts of model data. Extraction of infor-
mation critical for impact studies (e.g., Sys-
tematic shifts in precipitation extremes and
natural modes of variability) will require new
approaches in data archiving, data mining,
and feature extraction. Figure 1.5 shows the
balance of modeling investments that result
from the availability of terascale, petascale,
and exascale computers. Factors such as
model complexity are traded for resolution,
given limited computational resources.

Specific needs as we move toward the exas-
cale include the following:

Figure 1.5 Investment of exascale and petascale computational resources in sever-
al aspects of a simulation: spatial resolution, simulation complexity, ensemble size,
etc. Each red pentagon represents a balanced investment at a compute scale.

» Rational design and analysis of computer
experiments to navigate very large pa-
rameter space with very large outputs

* Advances in analysis tools with paral-
lelized capabilities, and the ability to
explore the full climate solution space
using climate experiments based on data
mining, objective and repeatable metrics
(e.g., Taylor diagrams), and expert pat-
tern recognition and learning capabilities

» Increased computational capacity and ca-
pability with dedicated cycles for large
climate change studies

Given the urgency of finding answers to key
guestions, and the added complexity of the
modeling enterprise in the exascale environ-
ment, the staffing and training of the next
generation of Earth and computational scien-
tists are limiting factors. Exascale machines
will require a new level of engagement from
the algorithmic point of view. In Table 1.3,
the shift in algorithmic focus is shown. Mul-
tiscale problems are forcing us to consider
many new algorithmic approaches. Com-
puter hardware components and the underly-
ing operating systems will also be subject to
unprecedented demands. The climate com-
munity will have to form even closer collabo-
rations and alliances with hardware vendors
and systems developers to address these ma-
jor issues.

6. Expected Outcomes

The most important outcome of acceler-
ated development and understanding will be
quicker answers to the key questions that the
climate science community is being asked.
At the same time, we will be building mo-
mentum for stronger leadership and depth in
climate research and creating the ability to
produce reliable climate forecasts.

These activities should enable the develop-
ment of entirely new methods for the attri-
bution of errors in environmental simulation
and understanding. These methods will be
based on a hierarchy of ESMs running at var-
ious ultrahigh resolutions combined with a
hierarchy of process-level models of varying
complexity. It should become feasible to sep-
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Code Structured | Unstructured | FFT Dense Sparse Particles Monte Data Agents
grids grids linear linear Carlo assimilation
algebra algebra
CAM X X X X X X
POP X X X X
CLM X X X X
CICE X X X X X

Table 1.1 The “seven dwarfs” extended for atmosphere, ocean, land, and sea ice models. New developments are highlighted.

arate the uncertainties in the model into terms
associated with the frontiers of understand-
ing at the process and observational level. At
present, the errors are frequently caused by
the relatively simple reductions of these pro-
cesses and observations incorporated in cur-
rent AOGCMs. The accelerated development
should make it feasible to separate model er-
ror into three categories:

» Asymptotic process uncertainties — er-
rors remaining in the limit of the greatest
process fidelity (e.g., incorporation of full-
complexity cloud models) based on fun-
damental theory that can be constrained
by observations. These uncertainties are
also caused by the interactions of errors
among process representations.

»  Asymptotic scale uncertainties — errors
in the mean state and uncertainties in its
high-order statistics (e.g., extremes) re-
maining in the limit of highest possible
spatial and temporal resolution. These are
due to couplings between the processes,
state, and dynamics out of the reach of
modern observational systems.

» Asymptotic state uncertainties — errors
in the constituents of the system (the
mixture of condensed and gaseous spe-
cies) remaining in the limit of the most
detailed possible constituent treatments.
Representative treatments include master
chemical mechanisms and aerosol mod-
ules that track huge ensembles of indi-
vidual aerosol particles.

It should also become feasible to attribute un-
certainties in studies of impacts, adaptation,
and mitigation to uncertainties in observa-
tion, theory, and computation. For example,
this type of attribution will be facilitated by

using massive ensembles of ESMs with per-
turbed physics coupled to models for ecology,
biology, and society. The expected outcome
will be twofold:

o Detailed and comprehensive informa-
tion regarding the probabilistic risks of
climate change for the environment and
society

» Better engagement of stakeholder com-
munities to define information interfaces
that inform decision processes

7. Major Risks

The major risks to this enterprise are similar
to those that have historically impeded better
understanding of climate and biogeochemical
cycles.

Lack of sufficient data to constrain key cli-
mate processes. One major risk is the lack
of sufficient observational data to develop,
test, and evaluate new process models. For
example, there are essentially no routine ob-
servations of the vertical velocity of the atmo-
sphere, and the observations that are available
are collected at isolated surface sites. The ab-
sence of data on vertical velocities has made
it much harder to understand and model the
interactions of aerosols and clouds, the dy-
namics of the boundary layer, and the vertical
mixing of chemical compounds.

Slow reduction of model uncertainty due to
highly intractable or more complicated cli-
mate processes. It may prove quite difficult
to reduce the uncertainties in hindcasting,
forecasting, or present-day simulation of the
coupled climate system. For example, the
range of equilibrium climate sensitivity has
remained essentially unchanged over the past
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Exascale simulation offers the
promise of reducing the range
of equilibrium climate sensitivity,
which has remained essentially
unchanged for 30 years.

30 years of model development. While the
transformation of computing over this time
has enabled the development of much more
realistic climate models, estimates of sensitiv-
ity from ensembles of AOGCMs have still not
converged. Although this lack of convergence
is usually attributed to the rapid increase in
process complexity, it is caused primarily
by uncertainties in basic processes that have
been studied intensively for decades, includ-
ing cloud evolution and convection.

Absence of adequate diagnostic frameworks
connecting forcing, response, and initial
conditions. The climate community has not
developed methods to link errors in climate
simulation to errors in process representation,
forcing, or initial conditions. The major dif-
ficulty is in attributing error in highly non-
linear systems with huge numbers of degrees
of freedom (e.g., AOGCMs). Conversely, the
absence of a basic theory of error attribution
complicates efforts to understand the connec-
tions between process-level realism and the
fidelity of the entire model system. This risk
is also related to the lack of proper diagnostic
tools suitable for analysis of complex ESMs.

Overly complicated models. The rapid de-
velopment of ESMs could produce models
that are too complicated or too expensive for
adoption by the academic, impacts, or mitiga-
tion communities.
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Combustion currently provides 85% of U.S.
energy needs. Furthermore, because of large
infrastructure costs, combustion will continue
to be the predominant source of energy for the
near and middle term. However, environmen-
tal, economic, energy security, and American
competetiveness concerns, coupled with the
specter of a diminishing supply of oil, are
driving a shift toward alternative fuel sources.
New combustion systems are needed to utilize
these fuels with high efficiency while meet-
ing stringent requirements on emissions. For
example, new power plant concepts based on
clean coal technologies, such as FutureGen
[DOE Office of Fossil Energy 2004], require
novel combustion systems that can burn ei-
ther hydrogen or syngas. For transportation,
new engine concepts will be needed to reduce
emissions while simultaneously shifting to
operate with alternative fuel sources. These
new sources—whether oil shale, oil sands,
biodiesel, or ethanol—all have physical and
chemical properties that vary significantly
from traditional fuels.

1. State of the Art

Land-based stationary gas turbines constitute
a significant portion of the power generation
industry. As part of the overall system design
for next-generation power plants, there is
considerable interest in developing clean and
efficient burners for turbines that can oper-
ate with a variety of fuels such as hydrogen,
syngas, and ethanol. Concepts based on lean
premixed burners have the potential to meet
these requirements because of their high ther-
mal efficiency and low emissions of NO, due
to lower post-flame gas temperatures. How-
ever, combustion in this regime occurs near
the lean flammability limit, making the flame
susceptible to local extinction, emissions of

Energy:

Combustion

unburned fuel, and large-amplitude oscilla-
tions in pressure that can result in poor com-
bustion efficiency, toxic emissions, or even
mechanical damage to turbo machinery. A
fundamental understanding of the dynamics
of premixed flame propagation and structure
for a variety of different fuels is needed to
advance combustion modeling capability and
thereby achieve the engineering design goals
for new power plants.

Transportation is the second largest consum-
er of energy in the United States, responsible
for 60% of our nation’s use of petroleum, an
amount equivalent to all of the oil imported
into the United States. Virtually all transpor-
tation energy today comes from petroleum.
The nature of transportation technologies pro-
vides opportunities for significant (25-50%)
improvements in efficiency through strate-
gic technical investments in both advanced
fuels and new low-temperature engine con-
cepts [DOE Office of Basic Energy Sciences
2006]. Such enhanced efficiency will aid in
energy conservation and minimize environ-
mental impact. Methods involving low-tem-
perature compression ignition (LTC) engines,
such as homogeneous charge compression
ignition, offer diesel-like efficiency with the
environmental acceptance of current gaso-
line-fueled cars. These engines operate under
high-pressure, low-temperature, dilute, and
fuel-lean, oxygen-rich conditions compared
to current designs. These new concepts rely
on subtle control mechanisms that require a
fundamental understanding of combustion
science in these relatively uncharted regimes
of combustion for their optimal implemen-
tation. Although LTC-based designs have
shown promise in reducing energy consump-
tion, pollutant emissions, and greenhouse
gas emissions, the combination of unex-

To achieve the design
goals associated with lean

combustion, researchers need
a fundamental understanding of
the dynamics of premixed flame

propagation.
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Figure 2A.1 Panel (a) Experimental measurement of the hydroxyl radical OH using
planar laser-induced fluoresence and showing local extinction of a premixed hydro-
gen flame at ultralean conditions. Recent advances in simulation have made it pos-
sible to capture this phenomenon in idealized simulations. Panel (b) Slice through a
three-dimensional simulation that captures the local extinction phenomena.

Panel (c) View of the flame surface in the simulation.

plored thermodynamic environments and new
chemical fuel properties results in complex
interactions among multiphase fluid mechan-
ics, thermodynamic properties, and chemical
kinetics—the so-called aero-thermo-chemical
interactions—that are not understood even at a
fundamental level.

These new design concepts for both power
generation and transportation will operate in
combustion regimes that are not well under-
stood. Effective design of these systems will
require new computational tools that provide
unprecedented levels of chemical and fluid
dynamical fidelity. Current engineering prac-
tice is based on relatively simple models for
turbulence combined with phenomenological
models for the interaction of flames with the
underlying turbulent flow. Design computa-
tions are often restricted to axisymmetric
flows or relatively coarse three-dimensional
(3D) models with low-fidelity approxima-
tions to the chemical kinetics. Although these
approaches have proven extremely effective
for traditional combustor design, a dramatic
improvement in fidelity will be required to
model the next generation of combustion de-
vices. Next-generation, alternative-fuel inter-

nal combustion engines and power plants will
operate in nonconventional, mixed-mode,
turbulent combustion under previously unex-
plored aero-thermo-chemical regimes. Com-
pared to current devices, combustion in these
next-generation devices is likely to be char-
acterized by higher pressures, lower tempera-
tures, higher levels of dilution, and excess air
(fuel-lean). In this environment, near-limit
combustion sensitivities are amplified—for
example, ignition, flammability, and extinc-
tion (see Figure 2A.1). These near-limit flame
characteristics not only govern efficiency,
combustion stability, and emissions but also
determine the very existence of combustion
in many situations.

Combustion processes in these environments,
combined with new physical and chemical
fuel properties associated with non-petro-
leum-based fuels, result in complex interac-
tions that are unknown even at a fundamental
level. These unknown parameters place new
demands on simulation and severely restrict
our ability to predict the behavior of these
systems from first principles and our ability to
optimize them. There is an urgent demand for
high-fidelity simulation approaches that cap-
ture these aero-thermo-chemical interactions
and, in particular, capture and distinguish
the effects of variations in fuel composition.
Future combustion technologies will require
an unprecedented level of fundamental un-
derstanding to develop a new generation of
predictive models that can accurately repre-
sent the controlling combustion processes for
evolving fuel sources.

To achieve these goals, we need a deeper sci-
entific understanding of the combustion pro-
cesses and advanced modeling technologies
to encapsulate that understanding in engi-
neering design codes. Theory and experiment
alone cannot address these issues. Theory
cannot provide detailed flame structure or
the progression of ignition in complex fuels,
while experimental diagnostics provide only
a limited picture of flame dynamics and igni-
tion limits. For example, advanced nonintru-
sive laser diagnostics are extreme constraints
at high pressure because of constraints on
optical access and inherent limitations in the
spectroscopy. Numerical simulation, working
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in concert with theory and experiment, has the
potential to address the interplay of fluid me-
chanics, chemistry, and heat transfer needed
to address key combustion design issues.

Recent developments in numerical method-
ology for combustion simulations in combi-
nation with new high-performance parallel
computing architectures have enabled dra-
matic improvements in our ability to simulate
reacting flow phenomena. We are now able to
simulate realistic laboratory-scale gas-phase
turbulent flames with high-fidelity models for
chemistry and transport. This type of simula-
tion, performed without incorporating explicit
turbulence modeling assumptions, is referred
to as direct numerical simulation (DNS); see
Figures 2A.2-2A.3. DNS tools are currently
being extended to treat multiphase flows and
radiative heat transfer.

Scientists are also developing a new genera-
tion of engineering combustion design codes
based on the concept of large eddy simula-
tion (LES); see Figure 2A.4. This approach
provides a more accurate model for turbulent
flow than previous approaches and makes it
possible to include detailed chemical kinetics
models in engineering simulations.

2. Advances in the Next
Decade

High-fidelity simulations of combustion phe-
nomena based on DNS and LES approaches
require high-resolution simulation of turbu-
lent, reacting flows in three dimensions. Such
simulations have benefited enormously from
sustained growth in high-performance com-
puting. DNS simulations are one of the key
tools needed to study fundamental observa-
tions of the fine-scale turbulence-chemistry
interactions in combustion; however, they
are currently limited by computer power to
moderate turbulence intensities and to rela-
tively simple laboratory configurations. LES
approaches provide a direct treatment of the
large-scale flow dynamics, but physical mod-
eling of the unresolved subgrid scales is re-
quired. LES can be applied to both laboratory
and practical configurations and has the po-
tential to include high-fidelity representations

Modeling and Simulation at the Exascale for Energy and the Environment

of the underlying physical processes in engi-
neering design calculations.

Both types of simulations must be time-
dependent and include accurate representa-
tions of underlying physical processes such
as chemical kinetics and transport. Our cur-
rent ability to perform these types of simula-
tions relies on both high-performance parallel
machines and new algorithmic technologies.
New approaches based on high-resolution
discretization approaches, adaptive mesh re-
finement, and multiscale formulations have
led to significant improvements in the types
of problems that can be simulated. Over the
next decade, we anticipate that continued
improvements in algorithm technology will
enable scientists to model new classes of
problems with increased physical and geo-
metric complexity.

Figure 2A.2 Instantaneous image of the hydroperoxy radical (HO,), a good marker
for ignition, in a lifted turbulent H,/O, jet flame at Re = 11,000 from a DNS simula-
tion. The simulation had 1 billion grids and transported 14 variables requiring 2.5
million CPU hours on the Cray XT3 at ORNL. The stabilization mechanism of this
lifted flame is due to autoignition upstream of the high-temperature flame base.

21



Section 2A: Energy: Combustion

The other key factor that will influence com-
bustion over the next decade is the continued
development of new experimental diagnostic
procedures. New laser diagnostic procedures
are making it possible to probe turbulent
flames experimentally in ways that elucidate
the turbulent flame structure in much greater
detail than has previously been possible. For
example, scientists can now measure time-
resolved velocity fields and flame locations
to capture the interaction of the flame with
turbulence. However, new quantitative diag-
nostic methods are needed at all scales, from
individual reactive encounters, to controlled
molecular ensembles, to in situ combustion
chambers. Especially important will be the
development of diagnostics applicable at high
pressure, where spectral broadening interferes
with current optical diagnostic techniques.
In situ techniques are particularly challeng-
ing. At high pressures, spatial gradients are
very steep, and new diagnostics need to be
developed to resolve the spatial structure of
the reaction fronts. Diffraction limitations
may require new methods to capture these
gradients. Propagating optical beams through
high-pressure turbulent media and boundary
layers is also extremely challenging. As these
measurement techniques are improved, we
will have much better characterization of de-
tailed flame and ignition behavior, which will
provide the data needed for accurate valida-
tion of new simulation capabilities, particu-
larly when operating at pressure.

Figure 2A.3 New simulation approaches have made it possible to simulate labo-
ratory-scale premixed flames with detailed chemistry and transport. Two examples

are (a) a V-flame and (b) a slot

Bunsen flame. The flame surfaces are colored by

curvature to emphasize the wrinkling of the flame surface by turbulence.

3. Major Challenges

The next generation of combustion devices
will need to operate at high efficiencies and
low emissions with fuels such as hydrogen,
syngas, or biofuels. These devices will need
to operate in new combustion regimes that
are fundamentally different from current en-
gineering practice. Successful development
of these new combustors will require new
predictive simulation capabilities that can
accurately model combustion in these new
regimes. Advances in combustion simulation
face a number of technological barriers.

One important scientific challenge is to de-
velop robust and reliable ignition and com-
bustion models adapted to the wide range of
combustion regimes observed in next-gen-
eration engines and power plants, including
propagation-controlled combustion, mixing-
controlled combustion, kinetically controlled
combustion, and combined mixed modes of
combustion. Progress here depends on hav-
ing kinetics and thermodynamic models for
realistic fuel compositions at high pressures
and low temperatures. Also needed are new
strategies for chemical mechanism develop-
ment and reduction that are both accurate and
computationally tractable in multiscale simu-
lations of combustion.

Although simulation methodologies are avail-
able for many of the computational problems
identified, additional development is required
to harness the power of new computer archi-
tectures for these problems. For example,
multiscale formulations that can exploit the
specialized structure of typical combustion
applications are needed. Another critical area
of research is scalable algorithms for mult-
iphysics reacting-flow problems. Particular
issues in this area include the development
of scalable solver techniques for variable
coefficient and nonlinear implicit systems
and the development of improved load-bal-
ancing strategies for heterogeneous physics.
Substantial increases in capability are also
needed, requiring development of improved
discretization procedures that not only pro-
vide better representations of the basic physi-
cal processes but also improve the coupling
between these processes.
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Another issue facing combustion science is
management of software complexity. The
simplest simulations are multiphysics al-
gorithms that incorporate fluid mechanics,
chemical kinetics, and transport. More com-
plex problems will also require algorithms
that treat particles, radiation, and multiphase
processes and interfaces. Adaptive mesh and
multiscale methodologies are often required
to solve problems with the necessary fidelity.
Additional issues are raised by the geometric
requirements of realistic combustion devices
that typically involve complex and, in the
case of engines, moving geometries.

A major issue underlying the development of
new combustion simulation methodologies is
data management. The core simulation meth-
odology discussed here will generate data at
enormous rates. This volume of data poses two
challenges. First, the data must be archived
and software facilities created that allow simu-
lation datasets to be accessed by the larger
combustion community. This situation raises
issues involving raw storage, software for data
extraction, and data security. Second, for the
simulations to have impact on design issues,
we need to develop tools for extracting knowl-
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?dge from Slr_nUIatlpn da}ta and for encapsulat- Figure 2A.4 New approaches to LES are enabling high-fidelity simulations of real-

ing that data in engineering models that can be  istic combustion devices such as the high-swirl laboratory-scale annular combustor

directly used for design optimization. shown in the left frame. The middle image shows the instantaneous velocity field.
The image on the right shows the time-averaged velocity.

Combustion science and the supporting
simulations rely on a diverse set of chemi-
cal inputs and models, and also produce new
data and models. New data informatics ap-
proaches are needed to provide for the rapid
collaborative development and exchange of
chemical mechanisms, thermodynamics data,
validated model descriptions, and annotated
experimental data that will support the com-
putational studies.

4. Accelerating Development

Developing predictive simulations tools for
designing new combustion systems involves
the integration of activities across a range of
disciplines. Effectively harnessing the com-
pute power of exascale computers to solve
key combustion design issues will require a
collaboration of computer scientists, applied
mathematicians, and combustion scientists

with expertise in different aspects of the com-
bustion problem.

Software development for combustion must
provide not only the support needed to fa-
cilitate implementation of the numerical al-
gorithms, but also the flexibility to integrate
different physics modules without loss of per-
formance. Users must be able to incorporate
different chemistry and transport packages
as required for different applications. At the
same time, the overall implementation frame-
work must support the programming models
needed to exploit large numbers of processors
while insulating the application scientist from
the details of a particular architecture.

Applied mathematicians will need to develop
new discretization procedures and associated
solvers. There will be a pacing need to extend
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A family of new simulation
codes is needed, with
capabilities ranging from
DNS studies to high-fidelity
engineering design codes.

methodologies to more complex physical sys-
tems while at the same time developing the
new algorithmic approaches needed to ef-
fectively solve the resulting systems on com-
puters with large numbers of processors. A
particularly challenging issue is to develop
high-fidelity discretization approaches for
moving geometries that do not sacrifice com-
putational efficiency.

Successful application of the software tools
to the design of new combustion systems will
also require expertise from the combustion
community in a range of topics. In addition
to traditional roles in design and analysis of
computational experiments, software devel-
opment will require expertise in experiment,
theory, and basic chemistry and transport. As
the simulation tools are developed and vali-
dated, they will provide drivers for improve-
ments in the fundamental chemistry and
transport that determine the flame properties
and the formation of pollutants. Establishing
these types of linkages will require improved
approaches for uncertainty quantification that
can be integrated into the validation process.
As we begin to explore new combustion re-
gimes, experimentalists will need to work
with computational scientists to define appro-
priate benchmarks for validating the software.
Similarly, theorists will need to be involved
in fundamental studies to provide the exper-
tise needed to develop predictive engineering
models from more fundamental computation-
al flame studies.

5. Expected Outcomes

The development of predictive exascale com-
bustion simulation methodology and the as-
sociated supporting software infrastructure
will have enormous impact on the develop-
ment of next-generation combustion sys-
tems. With these tools it will be possible to
optimize the design of lean, premixed turbine
combustors for stationary power generation.
We will be able to simulate advanced engine
concepts across a range of operating condi-
tions and predict engine efficiency and emis-
sions. Moreover, we will be able to evaluate
new biofuels from the perspective of both
combustion efficiency and pollutants. The
requirement that new systems work in com-

bustion regimes that are not understood at a
fundamental level implies that exascale com-
puting will play a deciding role in whether we
are able to design these types of systems.

6. Required Investment

Developing the computational tools needed to
design next-generation combustion devices is
not simply a question of building an exascale
simulation capability. Meeting the require-
ments for designing new systems will neces-
sitate a family of new simulation codes with
capabilities ranging from fundamental DNS
studies to high-fidelity engineering design
codes. In addition, capitalizing on the simu-
lations will require a significant investment
in software for managing and analyzing the
simulation data.

7. Major Risks

Several components are key to the develop-
ment of exascale simulation tools for de-
signing the next generation of combustion
systems. One is the management and analy-
sis of simulation data. Combustion simula-
tions at the exascale will generate data at an
enormous rate. This data must be archived,
and tools need to be developed to manipulate
the data and extract fundamental knowledge
about flame structure that can be used in the
engineering design process.

Achieving this goal will also require that sev-
eral facets of combustion science be brought
together. Experimentalists, computational
scientists, and chemists will need to work
together synergistically to design validation
experiments, assess simulation studies and
relate uncertainty in chemical behavior to the
overall fidelity of simulations. Theorists will
need to work closely with experimentalist and
computational scientists to develop new mod-
eling paradigms that can be incorporated into
new engineering design tools. This new level
of collaboration between traditionally dispa-
rate activities within the combustion commu-
nity will be a key component to successfully
harnessing the power of exascale computing
to solve major problems in combustion.
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Energy:

Nuclear Fusion

Nuclear fusion, the power source of the sun
and other stars, occurs when certain isotopes
of the lightest element, hydrogen, combine to
make helium. At the very high temperatures
(100 million degrees Centigrade) needed for
fusion reactions to occur, the electrons of at-
oms become separated from the nuclei. The
resulting ionized gas is known as a plasma.
Often referred to as “the fourth state of matter”
plasmas comprise over 99% of the visible mat-
ter in the universe. They are rich in complex,
collective phenomena and are the subject of
major areas of research including plasma as-
trophysics and fusion energy science.

The development of fusion as a secure and reli-
able energy system that is environmentally and
economically sustainable is a formidable sci-
entific and technological challenge facing the
world in the 21st century. In addition to being
an attractive, long-term source of energy, fu-
sion can have a major impact on climate change
challenges, since it does not release CO,,.

Progressachievedin fusion energy to date—10
million watts (MW) of power sustained for
1 second with a gain (the ratio of the fusion
power to the external heating power) of order
unity—has led to the ITER project, an inter-
national burning plasma experiment support-
ed by seven partners (including the United
States) that represent over half of the world’s
population. ITER is designed to use magnetic
fields to contain a plasma that will produce
500 MW of heat from fusion reactions for
over 400 seconds with gain exceeding 10,
thereby demonstrating the scientific and tech-
nical feasibility of magnetic fusion energy at
a cost of about $10 billion. It is a dramatic
step forward in that the fusion fuel will be
sustained at high temperature by the fusion
reactions themselves. Data from experiments

worldwide, supported by advanced computa-
tion, indicate that ITER is likely to achieve its
design performance. Indeed, temperatures in
existing experiments have already exceeded
what is needed for ITER.

While many of the technologies used in ITER
will be the same as those required in an ac-
tual demonstration power plant, further sci-
ence and technology advances are needed to
achieve the demonstration power plant goal
0f 2500 MW of continuous power with a gain
of 25 in a device of similar size and magnetic
field. Accordingly, strong R&D programs are
needed to harvest the scientific knowledge
from ITER and leverage its results. Advanced
computations in tandem with experiment and
theory are essential. In particular, acceler-
ated development of computational tools and
techniques is needed in order to develop pre-
dictive models that can prove superior to ex-
trapolations of experimental results. Essential
to such development is access to leadership-
class computing resources—both petascale
and the projected exascale systems—that al-
low simulations of increasingly complex phe-
nomena with greater physics fidelity.

1. State of the Art

Significant recent progress in particle and
fluid simulations of fine-scale turbulence and
in large-scale dynamics of magnetically con-
fined plasmas has been enabled by access to
terascale supercomputers and by innovative
analytic and computational methods for de-
veloping reduced descriptions of physics phe-
nomena spanning a huge range in time and
space scales. In particular, the plasma science
community has developed advanced codes
for which computer runtime and problem size
scale well with the number of processors on

Strong R&D programs will be
needed to harvest the scientf
knowledge from ITER.

ic
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Figure 2B.1 Scaling of fusion turbulence codes on various supercomputers

(courtesy of S. Ethier).

massively parallel machines (MPPs). A good
example is the effective use of the full power
of multi-teraflops MPPs to produce 3D, gen-
eral geometry, nonlinear particle simulations
that have enhanced scientific understanding
of the nature of plasma turbulence in fusion-
grade high-temperature plasmas confined in
a doughnut-shaped (toroidal) configuration.
These calculations, which typically involve
billions of particles for thousands of timesteps,
would not have been possible without access
to powerful present-generation MPP platforms
together with modern diagnostic and visualiza-
tion capabilities to help interpret the results.

Realistic modeling of turbulence-driven heat,
particles, and momentum losses is of interest
for burning plasma laboratory experiments as
well as for astrophysics and space and solar
physics in natural environments [Tang and
Chan, 2005]. Accelerated progress on this
critical issue is especially important for ITER
because the size and cost of a fusion reactor
are determined by the balance between such
loss processes and the self-heating rates of
the actual fusion reactions [Batchelor et al.
2007]. Computational modeling and simula-
tion are essential in dealing with such chal-
lenges because of the huge range of temporal
and spatial scales involved. Existing parti-
cle-in-cell (PIC) techniques have demon-
strated excellent scaling on current terascale

leadership-class computers. For example, as
illustrated in Figure 2B.1, the Gyrokinetic
Toroidal Code (GTC) [Lin et al. 1998; Lin
et al. 2000] scales well on virtually all of the
current leadership-class facilities worldwide,
using Message Passing Interface (MPI) and
Open MPI [Ethier 2007; Oliker et al., 2007;
Ethier et al. 2005, Oliker et al. 2005, Oliker
et al. 2004]. As indicated, GTC scales to over
32,000 processors on Blue Gene (BG) Wat-
son with better than 95% efficiency on the
second core and achieves 96% efficiency on
over 10,000 dual-core Opteron processors on
the Cray XT3.

In common with general PIC approaches, the
gyrokinetic (GK) PIC method [Lee 1983; Lee
1987] consists of moving particles along the
characteristics of the governing equation—
here the 5D GK equation. The equation in-
creases in complexity because the particles
are subjected to forces from an externally
imposed (equilibrium) magnetic field and
from internal electromagnetic fields gener-
ated by the charged particles. A grid is used
to map the charge density at each point due
to the particles in the vicinity. This is called
the “scatter” phase of the PIC simulation. The
Maxwell equations governing the fields (e.g.,
the Poisson equation in electrostatic simula-
tions) are then solved for the forces, which are
then gathered back to the particles’ positions
during the “gather” phase of the simulation.
This information is then used for advancing
the particles by solving the equations of mo-
tion, or “push” phase of the simulation.

The original parallel scheme implemented in
GTC consists of a 1D domain decomposition
in the toroidal direction and a particle distribu-
tion within these domains [Ethier et al. 2005].
Each process is in charge of a domain and a
fraction of the number of particles in that do-
main. Interprocess communications are han-
dled with MPI calls. Particles move from one
domain to another while they travel around
the torus. Only nearest-neighbor communica-
tion in a circular fashion is used to move the
particles between domains or processors.

This method scales extremely well to a
large number of processors but eventually is
dominated by communications as more par-
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ticles move in and out of the shrinking do-
mains at each timestep. This limit is never
reached, however, because the number of
domains is actually determined by the long-
wavelength physics that we are studying. A
toroidal grid with more than 64 or 128 planes,
or grid points, introduces waves of shorter
wavelengths in the system. These waves are
damped by a physical collisionless damping
process known as Landau damping. Using a
higher toroidal resolution leaves the results
unchanged; hence, GTC generally uses 64
planes for production simulations. This ap-
proach has limitations, however, because the
local grid is replicated on each MPI process
within a domain, leading to high memory re-
quirements for simulating large devices.

Initial tests on the dual-core BG/L system
were conducted in coprocessor mode, with
one BG/L core used for computation and the
second dedicated to communication [Ethier
et al. 2007]. Additional tests were then con-
ducted in virtual mode node, with both cores
participating in both computation and com-
munication. Results showed a per-core ef-
ficiency of over 96%. These results indicate
that indirect addressing of the gather-scatter
PIC algorithm is limited more by memory
latency than by memory bandwidth, as the
dynamic random access memory (DRAM)
bandwidth is shared between the two cores.

Motivated by the strong shift to multicore
environments extending well beyond the
quad-core level, researchers are focusing on
improving current programming frameworks
for GTC, such as systematically testing a two-
level hybrid programming method. In mak-
ing full use of the multiple cores on a node,
scientists are currently constrained to an MPI
process on each core. Since some arrays get
replicated on all these processes, the memory
limit will be reached for the larger problem
sizes of interest. If the hybrid programming
method proves successful in initial benchmark-
ing studies on modest multicore machines in
Princeton, the plan is to test it on the quad-core
leadership-class systems, such as Blue Gene/P
at ANL and the Cray XT4 at ORNL.

The excellent scaling of fusion turbulence
codes such as GTC on the most advanced

leadership-class platforms provides great en-
couragement for being able to use petascale
(and eventually exascale) resources to incor-
porate the highest physics fidelity. In general,
new insights gained from advanced simula-
tions provide great encouragement for being
able to include increasingly realistic dynam-
ics to enable deeper physics understanding
of plasmas in both natural and laboratory
environments.

2. Advances in the Next
Decade

A computational initiative called the Fusion
Simulation Project, led by DOE’s Office of
Fusion Energy Sciences with collaborative
support from OASCR, is being developed
with the primary objective of producing a
world-leading predictive integrated plas-
ma simulation capability that is important
to ITER and relevant to major current and
planned toroidal fusion devices. This initia-
tive will involve the development over the
next decade of advanced software designed
to use leadership-class computers (at the
petascale and beyond) for carrying out un-
precedented multiscale physics simulations
to provide information vital to delivering a
realistic integrated fusion simulation model-
ing tool. Modules with much improved phys-
ics fidelity will enable integrated modeling
of fusion plasmas in which the simultaneous
interactions of multiple physical processes
are treated in a self-consistent manner. The
associated comprehensive modeling capabil-
ity will be developed in close consultation
with experimental researchers and validated
against experimental data from tokamaks
around the world. Since each long-pulse shot
in ITER is expected to cost over $1 million,
this new capability promises to be a most
valuable tool for discharge scenario modeling
and for the design of control techniques under
burning plasma conditions.

The following are examples of expected ad-
vances needed to enable a comprehensive in-
tegrated modeling capability.

»  Coupling of state-of-the-art codes for the
plasma core and the plasma edge region

Modeling and Simulation at the Exascale for Energy and the Environment

Delivery of a realistic, integrated

modeling tool for multiscale

physics simulations will require
advanced software capable of
running on DOE’s leadership-

class computers.
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Future multicore processors
will require new programming
techniques, such as a hybrid
framework incorporating both
MPI and UPC.

» Coupling of state-of-the-art codes for
magnetohydrodynamics (MHD) and aux-
iliary heating of the plasma via radio fre-
quency (RF) waves

» Development of more realistic reduced
models based on results obtained from
DNS-type major codes that use petascale
capabilities

* Development of advanced workflow
management needed for code coupling

3. Major Challenges

In order to achieve accelerated scientific dis-
covery in fusion energy science (as well as
many other applications domains), new meth-
ods must be develoed to effectively utilize the
dramatically increased parallel computing
power that is expected within the next decade
as the number of cores per chip continues to
increase.

Examples of outstanding challenges in the fu-
sion energy science application area include
the following.

+ Efficient scaling of MHD codes beyond
terascale levels to enable higher-resolu-
tion simulations with associated greater
physics fidelity

« Efficient extension of global PIC codes
into fully electromagnetic regimes to cap-
ture the fine-scale dynamics that not only
is relevant to transport but also helps to
verify the physics fidelity of MHD codes
in the long-mean-free-path regimes ap-
propriate for fusion reactors

» Data management techniques to help de-
velop (and debug) advanced integrated
codes

» Innovative data analysis and visualization
methods to deal with increasingly huge
amounts of data generated in simulations
at the petascale and beyond

4. Accelerating Development

As the future multicore processor chips are
likely to support coherent shared memory
and parallel computers are likely to support
only message passing among nodes, it may

be necessary to consider algorithms and
programming techniques to construct paral-
lel programs where the code that runs on an
individual CPU chip uses the multithreaded,
shared-memory programming model and
uses the message-passing programming
model (such as MPI or UPC) to communicate
among the CPU chips in a parallel computer.
The associated transition is to multicore pro-
gramming characterized by very low latency
but limited bandwidth to main memory.

Inorder to achieve the desired accelerated prog-
ress, several developments must be made:

» Compilers to decompose the code run-
ning on a single node into fine-grained
computation tasks to utilize the collection
of cores on a single chip

* Highly efficient runtime systems to
schedule fine-grained tasks to optimize
for available parallelisms and to maxi-
mize on-chip cache locality to overcome
off-chip memory latency and bandwidth
constrains

* Hybrid programming frameworks for
MPI and UPC by incorporating the
compilation and runtime systems with
existing MPI and UPC programming
environments.

5. Expected Outcomes

If proper investments in research efforts are
made, specific state-of-the-art codes for fu-
sion energy science (such as GTC) can be
transformed to versions using a hybrid pro-
gramming framework and then systemati-
cally exercised to demonstrate and to test the
effectiveness of this proposed paradigm. If
such methods for optimally utilizing multi-
core systems prove effective, then such codes
can realize their high potential for achieving
new scientific discoveries with exascale com-
puting power.

Other expected outcomes if dedicated efforts
are properly supported include the following.

» Clear demonstration of the ability to ef-
fectively integrate (or at least couple)
advanced codes to deliver new physics
insights

30



» Significant progress in the ability to reli-
ably predict the important edge-localized
mode (ELM) behavior at the plasma
periphery

* Significant improvement in the phys-
ics fidelity of “full-device modeling” of
ITER, along with significant progress in
achieving reliable predictive capability
for ITER

6. Required Investment

The new Fusion Simulation Project will re-
quire on the order of $25 million/year over the
course of the next 15 years and more. In addi-
tion, research progress enabled by ultrascale
compute power will demand much greater
computer time. For example, a single GTC
simulation carried out at present to investigate
the long-time evolution of turbulent transport
requires around 100,000 cores for 240 hours,
or 24 million CPU hours. Since the current
version of the leading plasma edge code XGC
requires roughly the same amount of time, ac-
tual coupled simulations of the core and edge
regions could demand approximately 50 mil-
lion CPU hours. If additional dynamics (such
as the modeling of RF auxiliary heating) are
included, then computational resources at the
exascale will be essential.

7. Major Risks

Without the dedicated investments described
in the preceding sections, the leading fusion
codes (especially the MHD codes, with their
scaling challenges) run the risk of not being
able to effectively utilize the large number of
processors at the exascale. The development
of effective mathematical algorithms for inte-
gration and coupling is very difficult and may
be hard to achieve within the next decade.
Moreover, if the fusion energy science appli-
cations are able to effectively utilize only a
small fraction of the cores on a CPU, major
efforts will be needed to develop innovative
methods for per-processor performance.

8. Benefits

Reliable full-device modeling capabilities in
fusion energy sciences will demand comput-

ing resources at the petascale range and be-
yond to address ITER burning-plasma issues.
Even more powerful exascale platforms will
be needed to meet the future challenges of de-
signing a demonstration fusion reactor. With
ITER and leadership-class computing being
two of the most prominent missions of the
DOE Office of Science, full-device integrated
modeling, which can achieve the highest pos-
sible physics fidelity, is a worthy exascale-rel-
evant project for producing a world-leading,
realistic predictive capability for fusion. This
should prove to be of major benefit to U.S.
strategic considerations for energy, ecologi-
cal sustainability, and global security.
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Solar energy, either in the form of photovol-
taic or solar chemical fuel generation, can be
the ultimate renewable energy solution for
our energy/global warming crisis. Key scien-
tific challenges and research directions that
will enable efficient and economical use of
the abundant solar resource have been identi-
fied (DOE Office of Basic Energy Sciences
2005); the need for new computational and
modeling tools to meet the challenges of solar
energy research is widely recognized.

1. State of the Art

More than 30 years were needed for the rela-
tively simple thin-film crystal/multicrystal
Si solar cell to reach its current efficiency of
24%. In order to develop next-generation so-
lar cells based on new materials and nanosci-
ence fast enough to reduce the global warming
crisis, a different paradigm of research is es-
sential. Exascale computation can change the
way the research is done—either through a
direct numerical material-by-design search or
by enabling a better understanding of the fun-
damental processes in nanosystems that are
critical for solar energy applications.

Investigations include finding the right ma-
terials for hydrogen storage; identifying the
most reliable and efficient catalysts for water
dissociation in hydrogen production; deter-
mining an inexpensive, environmentally be-
nign, and stable material for efficient solar cell
application; understanding the photo-electron
process in a nanosystem; and hence helping
to design an efficient nanostructure solar cell.
In all of these areas, the possible exploratory
parameter spaces are huge. This situation on
the one hand provides ample opportunity and
potential for device improvement, but on the
other hand presents a tremendous challenge
to find the best material and design.

2. Major Challenges

In computational materials science and nano-
science, three major challenges exist.

» Developing appropriate numerical ap-
proximations and models for accurately
calculating the corresponding physics
properties

» Integrating the diverse models and com-
putational ap