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FORWARD

This abstract booklet provides a record of the U.S. Department of Energy first annual PI
meeting in Computational and Theoretical Chemistry (CTC). This meeting is sponsored by the
Chemical Sciences, Geosciences and Biosciences Division of the Office of Basic Energy Sciences
and includes invited speakers and participants from BES predictive theory and modeling
centers, Energy-Frontier Research Centers, SciDAC efforts and an SBIR/STTR project.

The objective of this meeting is to provide an interactive environment in which
researchers with common interests will present and exchange information about their
activities, will build collaborations among research groups with mutually complementary
expertise, will identify needs of the research community, and will focus on opportunities for
future research directions. The agenda has several invited talks and many brief oral
presentations. Inresponse to a questionnaire about meeting organization, many of the
participants noted that it would be desirable to provide all CTC researchers with the
opportunity for an oral presentation since this is the first annual meeting. There should be
ample time during the evenings for detailed follow-up discussions and the meeting room is
available during this time for informal breakout sessions.

We thank Mark Gordon, Martin Head-Gordon, and Bruce Garrett for participating in
pre-meeting discussions about the organization and goals of the afternoon strategic planning
session and hope that everyone will be ready to actively contribute their ideas during these
discussions.

We thank all of the researchers whose dedication and innovation have enhanced the
goals of Basic Energy Sciences and made this meeting possible and, we hope, productive. We
look forward to seeing this community build upon your successes and look forward to the next
joint meeting.

We thank Diane Marceau of the Chemical Sciences, Geosciences and Biosciences
Division and Connie Lansdon of the Oak Ridge Institute for Science and Education for their
important contribution to the technical and logistical features of this meeting.

Warmest regards and best of luck to all!

Mark Pederson, Wade Sisk, Gregory Fiechtner, and Larry Rahn
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CTC 1 ENERGY Science
Office of Basic Energy Sciences

Chemical Sciences, Geosciences & Biosciences
Division

First Computational and Theoretical Chemistry (CTC) Research Meeting
Registration at: http://www.orau.gov/comptheo2015/

Sunday, April 26

3:00-6:00 pm **** Registration (General Session Room — Capital Ballroom) ****

Sunday Evening --- Dinner on our own in Annapolis

Monday, April 27

7:00 am **%* Continental Breakfast (foyer near General Session)****
8:00 am Mark Pederson, DOE Basic Energy Sciences

Welcome
8:05 am Tanja Pietra3, DOE Basic Energy Sciences

News from Chemical Sciences, Geosciences and Biosciences

Session la Simulation of Photochemical Processes and Transport
Chair: Nandini Anath (Cornell University)

8:30am Donald Truhlar, University of Minnesota
Quantum Photochemistry

9:10 am Tunna Baruah, University of Texas El Paso
Excited States in Photovoltaic Molecules
9:30 am Barry Dunietz, Kent State University

Photo induced charge transfer processes in organic semiconducting materials: A
Fermi golden rule perspective

9:50 am Michael Galperin, University of California — San Diego
Energy transport and heating in an open quantum nanoscale device
10:10 am Toru Shiozaki, Northwestern University

Diabatic model Hamiltonians of exciton dynamics from many-body wavefunctions

10:30 am *E** Break ****
Session Ib Beyond Born-Oppenheimer Dynamics

Chair: David Yarkony, Johns Hopkins University
10:50 am Filipp Furche, University of California — Irvine

Non-Adiabatic Molecular Dynamics Simulations
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11:50am
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1:10 pm

1:30 pm

1:50 pm

2:10 pm

2:30 pm

2:50 pm
3:10 pm

3:30 pm

3:50 pm

4:10 pm

5:50 pm

6:10 pm

James Lewis, University of West Virginia
Efficient non-adiabatic molecular dynamics for high-throughput design of
photo-active materials

Anders Niklasson, Los Alamos National Laboratory
Extended Lagrangian Born-Oppenheimer Molecular Dynamics

% %k %k %k Lunch 3k 3k %k %k

Beyond Density Functional Theory
Chair: Eric Schwegler, Lawrence Livermore National Laboratory

Emily Carter, Princeton University
Embedded correlated wavefunction theory for semiconductors with applications
to solar energy conversion
Henry Krakauer, College of William and Mary
Random walks with Slater determinants: A framework for tackling many-body
problems
Tom Miiller, California Institute of Technology
Quantum embedding methods for the simulation of inorganic catalysts and battery
materials

Dominika Zgid, University of Michigan

New generation of embedding methods: Stochastic methods for environment with
deterministically treated system

Adam Wasserman, Purdue University
Non-decomposable, non-additive, and non-interacting kinetic energy functionals:
Why they matter
Adrienne Ruzsinszky, Temple University
Ground state energy differences within the random phase approximation
Laura Gagliardi, University of Minnesota
Multi-Configurational Pair Density Functional Theory
Serdar Ogut, University of llliniois — Chicago Circle
First-principles real-space studies of electronic and optical excitations in TiO,

nanocrystals and organic molecules
%k ok >k k Break sk %k sk ok

Crosscutting challenges for theory and computation (Breakout Style Session)
Bruce Garrett (PNNL), Theresa Windus (Ames), Mark Gordon (Ames), Martin Head-
Gordon (LBNL)

Neil Ostlund, The Semantic Web for Chemistry

**%* Dinner (at hotel) ****



Tuesday, April 28

7:00 am **%* Continental Breakfast (foyer near General Session)****

Sessionllla  Large Scale Methods
Chair: Lee Woodcock (University of South Florida)

8:00 am Chao Yang, LBL
Fast numerical algorithms for electronic structure calculation

8:30 am Mark Gordon, Ames Lab
Methods for calculations on large molecular systems

Session IlIB  Surfaces and Plasmonics
Chair: Heather Kulik (MIT)
9:00 am Abdelkader Kara, University of Central Florida
Recent advances on the role of van der Waals interactions in molecules/metal-
surfaces system

9:20 am George Schatz, Northwestern University
Hybrid plasmonics: coupling plasmons with excitons, and plasmons with optical
modes

9:40 am Koblar Jackson, Central Michigan University

Universal behavior of small and intermediate-sized metal clusters based on a
site specific polarizability analysis

10:00 am *¥¥%% Bregk ****

Session IV Methods for Liquids, Electrolytes, and Polarization
Chair: Margaret Cheung, University of Houston

10:20am Methods for Liquids, Electrolytes, and Polarization
John Pask, Livermore National Laboratory
Discontinuous methods for large-scale quantum molecular dynamics: Li-ion
solid-electrolyte interface

10:40 am Thanos Panagiotopoulos, Princeton University
Simulations of phase equilibria and self-assembly in aqueous solutions
11:00 am John Herbert, Ohio State University
Accurate and efficient quantum chemistry methods for non-covalent interactions
11:20am Marivi Fernandez-Serra, Stonybrook University
Trajectory-Based Assessments of DFT: Applications to Water
11:40 am Roberto Car, Princeton University
Ab-initio molecular dynamics of soft matter via Van der Waals inclusive density
functionals
12:00 pm Alenka Luzar, Virginia Commonwealth University
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12:20

Session V

1:30 pm
2:10 pm
2:30 pm

2:50 pm

3:10 pm

3:30 pm

4:00 pm

6:00 pm

Novel modeling approaches to multiphase electrolytes
%k k %k sk Lunch %k ok 3k

Porous Materials
Chair: Gregory Schenter, PNNL

llja Siepmann, University of Minnesota
The Nanoporous Materials Genome
Francesco Paesani, University of California — San Diego
Spin-dependent potentials for separations in metal organic frameworks
J. Karl Johnson, University of Pittsburgh
Design of Lewis pair functionalized metal organic frameworks for CO; reduction
Jim Evans (Ames Lab)
Non-equilibrium statistical mechanical modeling and coarse-grained mesoscale
modeling of catalytic reaction-diffusion processes

Chris Mundy (PNL)
A microscopic approach to the mesoscale problem

% %k %k %k Break 3k %k %k %k

Crosscutting Challenges for Theory and Computation
Christopher Mundy (PNL), Don Truhlar (UMN), John Perdew (Temple), Laura Gagliardi
(UMN), Emily Carter (Princeton), Bert de Jong (LBNL)

**%* Dinner (in groups in Annapolis) ****

Wednesday, April 29

7:00 am

Session VI

8:00 am

8:30 am

9:00 am

9:15 am

9:30 am

**** Continental Breakfast (foyer near General Session)****
Chair: Theresa Windus (Ames Lab)

Jeffrey Long, University of California - Berkeley
Spin Dependent Transformations in Metal-Organic Frameworks and Molecular
Magnets
Anna Krylov, University of Southern California
Spin-Flip Methods
The role of spin in chemical and photochemical transformations
Juan Peralta, Central Michigan University
The reliability of DFT approximations to characterize spin-forbidden reactions
Ahren Jasper, Argonne University/Sandia National Lab
Spin-dependent effects in gas-phase chemical physics
Shiv Khanna, Virginia Commonwealth University
Towards chemically stable magnetic order in clusters and nano-assemblies and

transport through molecules



9:45 am

10:00 am

Session VII

10:30 am

10:45 am

11:00 am

11:15am

11:30 am

11:45 am

12:00 noon

Xiaosong Li, University of Washington
Time-Dependent Spin Frustration and Exciton Diffusion

Coffee

Surfaces, Plasmonics, and Excitonics
Chair: Jim Evans
Kevin Shuford, Baylor University
Plasmon enhanced photovoltaics: Energy and charge transfer in solar
nanoassemblies
Jeff Greeley, Purdue University
Structure and reactivity of model oxyhydroxide/metal interfaces: applications to
electrochemical hydrogen evolution
Seojoo Jang, Queens College — CUNY
Computational modeling and theory development of energy and charge flow
dynamics in photosynthetic units and conjugated polymers
Svetlana Kilina, North Dakota State University
Simulating phonon-induced photoexcited dynamics in ligated and core/shell
quantum dots
Niri Govind, PNNL
Excited states with real-time TDDFT: Molecular complexes, doped metal oxides,
core excitations and non-Hermitian dynamics
Mark Pederson, Closing Remarks

**E* Meeting Adjourns ****



Donald G. Truhlar
Quantum Photochemistry

Donald G. Truhlar
Department of Chemistry, Chemical Theory Center, and
Supercomputing Institute
University of Minnesota
207 Pleasant St. SE
Minneapolis, MN 55455-0431

Presentation Abstract

We are integrating and applying a number of methods for carrying out dynamics calculations
on photochemical reactions of complex molecules. This lecture will present a recent study of
the photodissociation of phenol:

Xu, X.; Zheng, J.; Yang, K. R.; Truhlar, D. G. Photodissociation Dynamics

of Phenol: Multi-State Trajectory Simulations including Tunneling. Journal

of the American Chemical Society 2014, 136, 16378-16386.

This study combines four methods:

« the fourfold way for diabatization of potential energy surfaces calculated by multi-
configuration-quasidegenerate perturbation theory,

» the anchor points reactive potential for fitting diabatic surfaces of systems with both
active and spectator degrees of freedom,

 the coherent switches with decay of mixing (CSDM) semiclassical dynamics
method, and

» the army ants tunneling method for incorporating tunneling in electronically
adiabatic or electronically nonadiabatic molecular dynamics simulations.

DE-SC0008666: Developing Advanced
Methods for Excited State Chemistry

Lead P1: Christopher J. Cramer
Research associates: Xuefei, Xu, Jingjing Zheng
Graduate student: Ke R. Yang (Ph. D., 2014)

SELECTED RECENT PROGRESS
Multi-Configuration Pair-Density Functional Theory

We presented a new theoretical framework, called Multi-Configuration Pair-Density
Functional Theory (MC-PDFT), which combines multi-configurational wave functions with
a generalization of density functional theory (DFT). A multi-configurational self-consistent-
field (MCSCF) wave function with correct spin and space symmetry is used to compute the
total electronic density, its gradient, the on-top pair density, and the kinetic and Coulomb
contributions to the total electronic energy. We then use a functional of the total density, its
gradient, and the on-top pair density to calculate the remaining part of the energy, which we
call the exchange-correlation energy by analogy to the exchange-correlation energy of
Kohn-Sham DFT. Because the on-top pair density is an element of the two-particle density



of density functionals by translating conventional density functionals of the spin densities
using a simple prescription, and we performed post-SCF density functional calculations
using the total density, density gradient, and on-top pair density from the MSCSF
calculations. Double counting of dynamic correlation or exchange does not occur because
the MCSCF energy is not used. The theory is illustrated by applications to the bond
energies and potential energy curves of Hy, Ny, F,, CaO, Cr,, and NiCl and the electronic
excitation energies of Be, C, N, N*, O, O", Sc*, Mn, Co, Mo, Ru, N,, HCHO, C4Hs, c-CsHe,
and pyrazine. The method presented has a computational cost and scaling similar to
MCSCF, but a quantitative accuracy, even with the present first approximations to the new
kinds of density functionals, that is comparable to much more expensive multireference
perturbation theory methods.

Diabatization Based on the Dipole and Quadrupole: The DQ Method

In this work we presented a method, called the DQ scheme (where D and Q stand for dipole
and quadrupole, respectively), for transforming a set of adiabatic electronic states to
diabatic states by using the dipole and quadrupole moments to determine the transformation
coefficients. It is more broadly applicable than methods based only on the dipole moment,
for example it is not restricted to electron transfer reactions, and it works with any
electronic structure method and for molecules with and without symmetry, and it is
convenient in not requiring orbital transformations. We illustrated the new method by
prototype applications to two cases, LiH (see figure) and phenol, for which we compare the
results to those obtained by the fourfold way diabatization scheme.

Diabatic potential energy curves for the three lowest lowest-energy 'S *states for LiH. The
adiabatic states from which these were obtained were computed at the SA(3)-
CAS(2,5)SCF/aug-cc-pVTZ level of theory and diabatized with the DQ method with

a = 0.1a52.

Testing Time-Dependent Density Functional Theory with Depopulated Molecular
Orbitals for Predicting Electronic Excitation Energies of Valence, Rydberg, and Charge-
Transfer States and Potential Energies Near a Conical Intersection

Kohn-Sham (KS) time-dependent density functional theory (TDDFT) with most exchange-
correlation functionals is well known to systematically underestimate the excitation



Orbital on an extensive dataset of valence and Rydberg excitation energies of various
atoms, ions, and molecules. We found that the method can significantly improve the
accuracy of predicted Rydberg excitation energies while preserving reasonable accuracy for
valence excitation energies.

Ten Publications Acknowledging this Grant in 2014

1.

Zheng, J.; Xu, X.; Meana-Pafneda, R.; Truhlar, D. G. Army Ants Tunneling for
Classical Simulations, Chemical Science 2014, 5, 2091-2099.
dx.doi.org/10.1039/C3SC53290a.

Li, S. L.; Marenich, A. V.; Xu, X.; Truhlar, D. G. Configuration Interaction-
Corrected Tamm-Dancoff Approximation: A Time-Dependent Density Functional
Method with the Correct Dimensionality of Conical Intersections. Journal of Physical
Chemistry Letters 2014, 5, 322-328. dx.doi.org/10.1021/jz402549p

Yang, K. R.; Xu, X.; Truhlar, D. G. Anchor Points Reactive Potential for Bond-
Breaking Reactions. Journal of Chemical Theory and Computation 2014, 10, 924-
933. dx.doi.org/10.1021/ct401074s

Xu, X.; Yang, K. R.; Truhlar, D. G. Testing Noncollinear Spin-Flip, Collinear Spin-
Flip, and Conventional Time-Dependent Density Functional Theory for Predicting
Electronic Excitation Energies of Closed-Shell Atoms. Journal of Chemical Theory
and Computation 2014, 10, 2070-2084. dx.doi.org/10.1021/ct500128s

Zheng, J.; Meana-Parieda, R.; Truhlar, D. G. Including Tunneling in Non-Born-
Oppenheimer Simulations. Journal of Physical Chemistry Letters 2014, 5, 2039-
2043. dx.doi.org/10.1021/z500653m

Li Manni, G.; Carlson, R. K.; Luo, S.; Ma, D.; Olsen, J.; Truhlar, D. G.; Gagliardi, L.
Multi-Configuration Pair-Density Functional Theory. Journal of Chemical Theory
and Computation 2014, 10, 3669-3680. dx.doi.org/10.1021/ct500483t

Yang, K. R.; Xu, X.; Zheng, J.; Truhlar, D. G. Full-Dimensional Potentials and State
Couplings and Multidimensional Tunneling Calculations for the Photodissociation of
Phenol, Chemical Science 2014, 5, 4661-4680. dx.doi.org/10.1039/c4sc01967a

Hoyer, C.; Xu, X.; Ma, D.; Gagliardi, L.; Truhlar, D. G. Diabatization Based on the
Dipole and Quadrupole: The DQ Method. Journal of Chemical Physics 2014, 141,
114104/1-11. dx.doi.org/10.1063/1.4894472

Li, S.L.; Truhlar, D. G. Testing Time-Dependent Density Functional Theory with
Depopulated Molecular Orbitals for Predicting Electronic Excitation Energies of
Valence, Rydberg, and Charge-Transfer States and Potential Energies Near a Conical
Intersection. Journal of Chemical Physics 2014, 141, 104106/1-8.
dx.doi.org/10.1063/1.4894522

10. Xu, X.; Zheng, J.; Yang, K. R.; Truhlar, D. G. Photodissociation Dynamics of

Phenol: Multi-State Trajectory Simulations including Tunneling. Journal of the
American Chemical Society 2014, 136, 16378-16386. dx.doi.org/10.1021/ja509016a






Density functional studies on light harvesting molecules
Tunna Baruah
University of Texas at El Paso
500 W. University Avenue
El Paso, TX 79912
tbaruah@utep.edu

The project concerns development and applications of efficient density functional theory
based methods that can provide a framework to study the light-harvesting molecular
systems. The goal is to gain the predictive capability of quantum mechanical
computational methods, which could be used for high-throughput material screening.
Such a framework needs to be efficient enough to handle large system sizes for molecular
calculations since most of the interesting light-harvesting molecular systems contain
hundreds of atoms. We have earlier demonstrated the predictive power of a density
functional method for charge transfer excitations. It was shown that even using pure
generalized gradient approximation to exchange-correlation functionals such systems
could be described both efficiently and accurately [1-4]. Further developments include
calculation of other parameters such as electronic coupling from first principles which
combined with the previous developments can be used to gain insight into photoinduced
charge transfer process. Application of the developed method to light harvesting systems,
which are of interest to experimentalists, is another aspect of the project. Another goal is
to study the electronic structure of light-harvesting molecular systems in an environment
such as on surfaces or in the presence of spectator molecules where the effects due to
morphology and polarization can be large.

We have applied our method to two novel acceptor systems, which are being tested in
the laboratories of our collaborators at UTEP and UCSB. These two types of acceptors
are endohedral fullerenes with a metallic endohedral unit and Cg, molecules
functionalized with dye molecules. We have shown that using a tri-metallic nitride
endohedral Cg fullerene in a porphyrin-fullerene dyad can enhance the charge transfer
excitation energies by about 25% compared to Cgo. Such dyads are bound through van
der Waals interaction with a small amount of charge transfer in the ground state from the
porphyrin to the fullerene. The CT excitation energy depends on the endohedral unit.
Replacing the metal atoms by a heavier one raises the excitation energy but the
orientation of the endohedral unit does not affect it [5]. The outer carbon cage of the
fullerene completely shields the endohedral unit from external electric fields. We also
find that the polarizability of the endohedral fullerene is smaller compared to the outer
cage only. Applications to dye-attached fullerenes showed that the linker addition site
strongly influences the electronic structure of the dye-attached fullerene resulting in
higher electron affinities for some of the systems. The charge transfer exciton binding
energy in the dye-functionalized fullerene:P3HT systems is lower that the corresponding
value in PCBM:P3HT system.

Recent progress in treating the self-interaction errors by means of Fermi orbitals offers a
promising route to study the effect of self-interaction errors on the electronic structure of
molecules. One advantage of using the Fermi orbitals is that the corrected Hamiltonian is
unitarily invariant. We have parallelized the Fermi orbital-based scheme to correct for Si



errors in DFT calculations of molecules. The Fermi orbitals depend on the location of the
electronic positions, called as Fermi orbital centroids. Minimization of the corrected
energies leads to an optimized set of centroid positions. The preliminary results on small
and medium size molecules such as benzene, Mg-porphyrin, Cg, sShow very encouraging
results. For example, the eigenvalue of the highest occupied molecular orbital of
benzene with LDA+SIC is 9.24 eV, which is in close agreement with perturbative delta-
SCF value of 9.29 eV with PBE functional and experimental value of 9.44 eV.

Fig. 1: Two Fermi orbitals of the Mg-porphyrin.

References:

1. Charge transfer excited state energies by perturbative delta-self consistent field
method, T. Baruah, M. Olguin, R. Zope, J. Chem. Phys. 137, 084316 (2012).

2. Charge transfer excitations in co-facial fullerene-porphyrin complexes, R. Zope,
M. Olguin, T. Baruah, J. Chem. Phys. 137,084317 (2012).

3. Effect of geometrical orientation on the charge transfer energetics of supra-
molecular (tetraphenyl)-porphyrin-C60 dyad, M. Olguin. R. Zope, T Baruah, J.
Chem. Phys., 138, 074306 (2013).

4. The effect of structural changes on the charge transfer states in a light-harvesting

carotenoid-diaryl-porphyrin-C60 molecular triad. M. Olguin, L. Basurto, R. Zope,
and T. Baruah, J. Chem. Phys. 140, 204309 (2014).

Electronic structure and charge transfer excited states of endohedral rtimetallic
nitride Cgo(Ih) fullerene-Zn tetraphenyl porphyrin dyads, L. Basurto, F.
Amerikheirabadi, R. Zope and T. Baruah, Phys. Chem. Chem. Phys. 17, 5832
(2015).



Abstract

Modeling Molecular Electron Transport for Thermal and Photo Energy Conversion
Dunietz, Barry: Department of Chemistry, Kent State University, Kent, OH.
PROGRAM SCOPE

The goal of the research program is to reliably describe electron transport and transfer processes at the
molecular level. Such insight is essential for improving molecular applications of solar and thermal
energy conversion. We develop electronic structure models to study
(1) photoinduced electron transfer and transport processes in organic semiconducting materials,
(2) charge and heat transport through molecular bridges.
We seek fundamental understanding of key processes, which lead to design new experiments and
ultimately to achieve systems that demonstrate improved properties.

RESEARCH HIGHLIGHTS

In one thrust, we investigate charge and heat transfer processes in molecular bridges. These systems are
investigated as candidates for thermoelectric applications. We analyzed the role of the anchoring group
in the reorganization of frontier molecular orbitals (FMOs), which was found to strongly determine the
bridge transport and thermoelectric properties. In another project, we addressed the challenge of
achieving control of heat transfer, where we propose that molecular bridges can function as spin filters
to actively control the heat flow using a magnetic field

e “End-Group Influence on Frontier Molecular Orbital Reorganization and Thermoelectric
Properties of Molecular Junctions”, Janakiraman Balachandran, Pramod Reddy, Barry D.
Dunietz, and Vikram Gavini J. Phys. Chem. Lett., 2013, 4 (22), pp 3825-33.

e “Active control of thermal transport in molecular spin valves”, Myeong H. Lee, Barry D. Dunietz
Phys. Rev. B 2013, 88, pp 045421.

In the second main research thrust we study photoinduced charge transfer processes through interfaces
involving organic semiconducting materials. We developed and implemented a fully quantum
mechanical protocol to compute the charge transfer (CT) kinetics. The approach is based a Fermi-
Golden rule picture. (We first reported our approach in a JPCC 2013 paper v117, pp 23391). We showed
that a fully quantum mechanical scheme is necessary for achieving reliable modeling of CT processes in
organic semiconducting materials, in contrast to the pervading semi-classical Marcus picture that grossly
underestimates the transfer rates. In follow up studies we reported the study of important aspects
involving donor-acceptor molecular interfaces that are relevant to photovoltaic applications. In a recent
JCP communication, we showed that molecular-scale means can tune the kinetics through stabilization
of CT states affected by the polar environment. The success in controlling CT rates is crucial for achieving
high efficiency optoelectronic applications using organic semiconducting materials.

e “Communication: Charge-transfer rate constants in zinc-porphyrin-porphyrin-derived dyads: A
Fermi golden rule first-principles-based study” Arun K. Manna and Barry D. Dunietz J. Chem.



Phys., 2014, 141, pp121102.

We implemented our electronic structure approach combining charge constraint DFT and range
separated based DFT to study solvated charge transfer states of functionalized organic materials, and to
calculate orbital gaps of organic materials at the condensed phase to advance the design of related
materials

e “Solvated charge transfer states of functionalized anthracene and tetracyanoethylene dimers: A
computational study” Shaohui Zheng, Eitan Geva, Barry D Dunietz J. Chem. Theo. Comp. ,2013,
9, ppl125-1131

e “Orbital Gap Predictions for Rational Design of Organic Photovoltaic Materials” Org. Elect. , Heidi
Phillips, Zilong Zheng, Eitan Geva, and Barry D. Dunietz 2014, 15, pp1509-1520.

. Recent studies highlight the potential role of hot CT states to achieve charge separation in organic
photovoltaic applications. We consider the possible role of hot CT states and other high energy CT states
in complicated molecular structures. Towards this aim we showed the need to properly tune the range
separated parameter in DFT approach that models properly CT processes:

e “Calculating High Energy Charge Transfer States Using Optimally Tuned Range-Separated Hybrid
Functionals” J. Chem. Theory Comput., 2015, 11 (3), pp 1110-1117.

Finally, we investigated two high profile systems, where in both cases our research was inspired by
presentations provided in the previous CTC DOE meeting (2012):

In one study, a solvated tri-nuclear complex (two iron and one platinum ligand bridged centers) is
investigated. Such mixed nuclear complexes in both solution and crystal phases are widely studied as
models for charge transfer (CT) reactions using advanced spectroscopical and electrochemical tools.
Complementing earlier studies, we find that the most stable gas solvated geometry is substantially
different from the crystal phase structure, resulting from changes in the oxidation numbers of the metal
centers. Importantly, our novel structural assignment achieves a substantially improved agreement to
experimental measurements of vibrational and electronic spectra and of the photo induced kinetics. We
therefore find that the solvated complex differs substantially from the complex crystal structure.

e “Molecular Structure, Spectroscopy, and Photoinduced Kinetics in Trinuclear Cyanide Bridged
Complex in Solution: A First-Principles Perspective” Zilong Zheng, Arun K. Manna, Heidi P.
Hendrickson, Morgan Hammer, Chenchen Song, Eitan Geva, and Barry D. Dunietz J. Amer. Chem.
Soc., 2014, 136, pp16954-16957

In the second study, a molecular triad composed of carotene-porphrin-fullerene is investigated. The
molecular triad has been widely studied to explore conformational flexibility of molecular systems
relationship to photoinduced charge-transfer. In collaboration with Prof Cheung (University of
Houston) we report the charge transfer properties of two key triad conformations: An entropically
preferred conformation (bent) versus the energetically preferred conformation (linear). [Find a
figure demonstrating this key finding in the triad study next page]

e “Unraveling the Mechanism of Photoinduced Charge Transfer in Carotenoid—Porphyrin—Cg,"
Arun K. Manna, D. Balamurugan , Margaret S. Cheung and Barry D. Dunietz J. Phys. Chem. Lett.,
2015, 6 (7), pp 1231-1237.



FUTURE PLANS

We will develop our quantum mechanical scheme to model photo induced processes. Importantly our
implementation of the Fermi golden role will address non equilibrium conditions. In this way the role of
hot CT state will be addressed as well as the potential role of other high energy CT processes. We will
also integrate our model with large scale molecular models by incorporating molecular dynamical
simulations that address the effect of the molecular environment in crystal structure, thin films and
solvent phase. We will study CT processes in several molecular systems that can be used in organic
photovoltaic applications. In one important direction the role of disorder at the interface of the donor
and acceptor materials to improve the charge separation in PV systems will be investigated.

In molecular bridges we will develop NEGF formalism that is based on modern DFT, solve the electronic
equation of motion in model Hamiltonian to explore dynamical driven phenomena as Coulomb-drag,
and study effects of molecular contacts to result with bridges of varying conductance in collaboration to
relevant experimental efforts..
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Michael Galperin
Department of Chemistry and Biochemistry, University of California San Diego
9500 Gilman Dr., La Jolla, CA, 92093-0340. Email: migalperin@ucsd.edu

Program Scope. Understanding and controlling charge and energy transport at
nanoscale is at the forefront of experimental research from cells in biology to memory
chips and optoelectronic devices in molecular electronics. Progress in measurement
techniques poses challenges to theory [1-10]. For example, a nontrivial task of
description of simultaneous energy conversion and charge transport in open nanoscale
systems [8,9] have direct relation to research in photo-voltaic devices. Proper theoretical
treatment should include development of appropriate theoretical tools capable of
describing experimental data [4-6], suggesting new experiments [3], and establishing
theoretical characteristics suitable in the realm of open non-equilibrium systems [1,2].

Many-body effects (e.g. electron-electron, electron-vibron, and excitonic
interactions), are essential in predicting response of these systems to external
perturbations (bias, gate voltage, light sources, temperature gradients). Although
guantum chemistry has developed methods for dealing with correlated many-electron
effects within the context of isolated molecules, ab inito calculations of open molecular
systems mostly employ methods formulated within an effective single-electron picture.
The latter (quasi-particle or molecular orbitals methods) is well developed and is
especially useful in situations, when system allows description in terms of non- or weakly
interacting elementary excitations (quasi-particles). This is the case for mesoscopic
devices (e.g. quantum dot junctions) or nanoscale devices (e.g. molecular junctions) in
the off-resonant tunneling regime. The description becomes inconvenient when intra-
molecular interactions are dominant (compared to strength of molecule-contacts
coupling) or when separation into Fermi and Bose degrees of freedom is cumbersome.
The former is the situation encountered e.g. at resonant transport regime in nanoscale
devices (this is the regime most relevant for practical applications). The latter
corresponds to e.g. breakdown of the Born-Oppenheimer approximation, interaction of
plasmons with molecular excitations and intra-molecular optical excitations in junctions
held under current-carrying conditions. We develop theoretical tools for the
nonequilibirum atomic limit (i.e. approaches which account for all the intra-molecular
interactions exactly, while molecule-contacts couplings are treated perturbatively), which
allow to incorporate quantum chemistry methods developed for isolated systems into the
realm of open nonequilibrium junctions. We show that such tools are invaluable in
experimentally relevant situations.

Physical quantities applied to description of a device behavior should be chosen
with case. For example, in nano-electronics often employed parameters to characterize
extent of heating of molecular vibrations and electronic background is “effective
temperature” (e.g. measured as a ratio of Stokes and anti-Stokes peaks intensities),
while in studies of thermo-electric properties of nano-devices a “figure-of-merit” is the
standard characteristic of the device performance. Both concepts are used in description
of nonequilibrium nanoscale systems following studies of equilibrium and/or macroscopic
systems. Note that both examples essentially describe heating (heat transport) through a
nanoscale device, and as such are intimately related to quantum thermodynamics of the
device. We show that traditional choices may lead to qualitative failures, propose
suitable alternatives, and formulate a consistent thermodynamic description for an open
nanoscale system under slow driving.



Recent Progress. As a demonstration of importance of many-body state-based
description of electron transport problems we considered in Ref.[6] a molecular junction
in Coulomb blockade regime, where intra-molecular charge transfer rather than electron
transfer between contacts and molecule defines gate induced switching of conductance
in the junction. We show that nonequilibrium conductance channels (i.e. those channels
which are defined by both energetics of the problem and nonequilibrium occupation of
many-body states of the molecule) in principle cannot be described within the Landauer-
DFT methodology. This is an important statement, since it points not to a non-adequate
pseudopotential (which in principle can be improved or adjusted for a particular
molecule), but to the effective single particle character of the DFT theory (i.e.
consideration, as is often done, of the Kohn-Sham orbitals as true molecular orbitals),
which makes proper description impossible.

Another example discusses inelastic processes, which are often considered as a
source of decoherence in molecular junctions, while coherence induced by electron-
vibration coupling is less common. We show that vibration-induced coherence leads to a
an observed cooperative effect in multi-molecule junctions, which reveals itself in
nonlinear scaling of IETS signal with number of molecules [5]. Note that describing the
effect within usual quasiparticle consideration is complicated even in the case of
relatively weak electron-vibration coupling, where perturbation theory is applicable. The
reason is the effective mean-field character of low-order (e.g. the popular SCBA)
considerations.

In Ref.[4] we develop a formulation of Raman spectroscopy in molecular
junctions based on a many-body state representation of the molecule. The formulation
goes beyond the previous effective single-orbital formalisms and provides a convenient
way to incorporate tools of molecular spectroscopy and quantum chemistry into realm of
open non-equilibrium systems. We illustrate feasibility of our approach performing first
principle simulations of Raman response in an OPV3 junction, and compare our results
to available experimental data. In particular, we demonstrate that bending of the Stokes
line observed in the experiment can be easily explained within our methodology as shift
with bias of dominant contribution to Raman scattering from neutral molecule to cation.
Note that description of the effect within the traditional orbital-based language is
nontrivial. We also find that calculated vibrational heating by electric current agrees with
available experimental data (see Figure below).

@ (b) Raman spectroscopy of an
o : OPV3 junction:
(a) experimental data on
the Stokes line shift with
bias;
(b) first-principles  simu-
lation of the Stokes scat-
1550 1600 50 tering for several biases;
(c) experimental data on
heating of  vibrational
modes of the OPV3
molecule;
(d) vibrational heating (the
PP-NEGF simulation).
From Ref.[5]
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We note that unlike theory of isolated molecule spectroscopy developed in terms of
double-sided Feynman diagrams, this consideration is capable not only treat intra-
molecular processes exactly, but also molecule-contacts coupling is taken into account
in a controlled way (for more details see http://arxiv.org/abs/1503.03890). The
formulation of Ref.[4] is an important step toward atomistic quantum ab initio modeling of
optical response of non-equilibrium electronic dynamics in molecular junctions. A full ab
initio treatment should include also quantum description of molecule-plasmon
interaction, as e.g. proposed in our earlier publication [9].

Although “effective temperature” is often used in experimental research to
characterize extent of heating of a device held under current carrying conditions (e.g.
see Figure above), the notion of temperature is applicable only at equilibrium. We show
that use of temperature in place of the proper characteristic — the heat flux — may lead to
both misinterpretations and qualitative failures. While it is generally believed that the
later is relevant only for highly biased junctions or in presence of resonances (either
intra-molecular or bath-induced), we demonstrate that quantum interference effects may
invalidate the concept of Raman temperature even at low (or no) bias and in the
absence of resonances. This prediction is confirmed by recent experimental data.
Similarly, experimental studies on thermoelectricity in nanoscale junctions make use of
the macroscopic theory of thermoelectricity to assess the junction’s performance. The
latter is characterized by the figure of merit, a quantity exclusively defined in terms of
linear response transport coefficients and thus ill defined out of equilibrium. While the
linear theory is reasonable in bulk material, it fails in small thermoelectric junctions,
which can operate in the nonlinear regime. This fact motivated a number of semi-
classical studies to consider the macroscopic efficiency of the junction as an alternative
to the figure of merit. Moreover, small size of nanoscale devices implies importance of
guantum effects and thermal fluctuations in their response. We propose a method,
based on characterizing efficiency fluctuations, to assess the performance of nanoscale
thermoelectric junctions, and propose an approximate method to express efficiency
fluctuations in terms of nonequilibrium currents and noises, which are experimentally
measurable in molecular junctions [2].

Finally, both studies of opto- and thermo-electric devices utilize concept of heat.
The nature of heat is one of the most fundamental questions, which has been driving
research in thermodynamics since its origins. Consistent thermodynamic formulation for
an open quantum nanodevice coupled to its environment is a highly nontrivial task. For
example, contrary to the standard thermodynamic formulation, where energy of coupling
between system and bath is assumed to be negligible, such assumption is not applicable
for description of nanojunctions. In Ref.[1] we establish the foundations of a non-
equilibrium theory of quantum thermodynamics for non-interacting open quantum
systems coupled to their reservoirs and controlled by slow external time-dependent
force. It allows one to reliably assess the performance of energy-converting devices
such as thermo-electrics or photo-electrics, by identifying the system entropy production.
It enables one to meaningfully compare these different devices by discriminating the
system specific features from the universal ones and to appraise the role of quantum
effects. This formulation is the first step in developing a comprehensive theory of
guantum thermodynamics.

Future Plans. Conceptually involved directions of future research include:
1. Formulation of nonequilibrium quantum thermodynamics of open interacting
systems subjected to arbitrary driving. This will require to go beyoing the gradient
expansion and quasiparticle formulations utilized so far.



2. Development of theoretical methodologies beyond quasiparticle or
nonequilibrium atomic limit. That is formulations capable of treating systems in
the absence of a small energetic parameter (such as intra-molecular interactions
for quasiparticles and system-bath coupling fro the atomic limit).

More technical important developments include:

1. Going beyond the small sizes of system accessible within the many-body states
formulation by utilizing ideas of divide-and-conquer approaches to formulate a
multi-scale approach to atomistic simulations of nano-scale devices, which can
combine advantages of atomic limit formualtions (exact treatment of local
interactions of any strength and type) and DFT-based approaches (ability to treat
systems of big size).

2. Full ab inito simulation of optical processes in nanodevices requires development
of an interface between quantum (at small scale) and classical (at large scale)
electrodynamics. This will allow full atomistic simulations of optoelectrocnic
devices.

3. Elucidating role of quantum coherence (coherent control) and local interactions
for increase of efficiency of nanoscale devices. This includes also application of
recently developed thermodynamic approach to modeling of local heat and
entropy fluxes. This provides thermodynamically relevant information on local
structure and operation of the devices. Similar modeling of local elastic current
yielded information on influence of quantum coherence on charge transport.

References:

[1] M. Esposito, M. A. Ochoa, and M. Galperin, Quantum Thermodynamics: A
Nonequilibrium Green’s function approach. Phys. Rev. Lett. 114, 080602 (2015)
Editors’ Suggestion.

[2] M. Esposito, M. A. Ochoa, and M. Galperin, Efficiency Fluctuations in Quantum
Thermoelectric Devices. Phys. Rev. B 91, 115417 (2015).

[3] M. A. Ochoa, Y. Selzer, U. Peskin, and M. Galperin, Pump-Probe Noise
Spectroscopy of Molecular Junctions. J. Phys. Chem. Lett. 6, 470-476 (2015).

[4] A. J. White, S. Tretiak, and M. Galperin, Raman Scattering in Molecular Junctions: A
Pseudoparticle Formulation. Nano Lett. 14, 699-703 (2014).

[5] A. J. White, M. A. Ochoa, and M. Galperin, Nonequilibrium Atomic Limit for Transport
and Optical Response of Molecular Junctions. J. Phys. Chem. C 118, 11159-11173
(2014) Feature Article.

[6] A. Baratz, A. J. White, M. Galperin, and R. Baer, The Effect of Electromagnetic
Coupling on Conductance Switching of a Gated Tunnel Junction. J. Phys. Chem. Lett. 5,
3545-3550 (2014); A. Baratz, M. Galperin, and R. Baer, Gate-Induced Intramolecular
Charge Transfer in a Tunnel Junction: A Nonequilibrium Analysis. J. Phys. Chem. C 117,
10257-10263 (2013).

[7] M. A. Ochoa, M. Galperin, and Mark A. Ratner, A Non-Equilibrium Equation-of-Motion
Approach to Quantum Transport utilizing Projection Operators. J. Phys.: Condens.
Matter 26, 455301 (2014).

[8] A. J. White, U. Peskin, and M. Galperin, Coherence in Charge and Energy Transfer in
Molecular Junctions. Phys. Rev. B 88, 205424 (2013); U. Peskin and M. Galperin,
Coherently Controlled Molecular Junctions. J. Chem. Phys. 136, 044107 (2012).

[9] A. J. White, B. D. Fainberg, and M. Galperin, Collective Plasmon-Molecule
Excitations in Nanojunctions: Quantum Consideration. J. Phys. Chem. Lett. 3, 2738-
2743 (2012).

[10] A. J. White and M. Galperin, Inelastic Transport: A Pseudoparticle Approach. Phys.
Chem. Chem. Phys. 14, 13809-13819 (2012).



Toru Shiozaki
Diabatic model Hamiltonians of exciton dynamics from many-body wave functions
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We will present our recent development of the active space decomposition (ASD) method for excited
states of molecular dimers and aggregates. ASD not only enables active space computations of
unprecedented size, but also provides accurate model Hamiltonians for exciton dynamics fully ab initio.
Application to singlet fission processes and extension to multiple-chromophore systems will be presented.

DE-FG02-13ER16398: Electronic Structure Theories of Singlet Fission and
Multiple Exciton Generation
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PROGRAM SCOPE

There are two major goals in this research program: (1) Simulations of singlet fission based on active
space decomposition. We propose to develop a new methodology with which one could accurately
calculate model Hamiltonians for singlet fission, a carrier multiplication process in organic photovoltaics,
using many-body wave function methods. (2) Non-adiabatic photodynamics based on automated code
generation. It is proposed that we develop analytical nuclear gradient theory and programs and those of
non-adiabatic coupling matrix elements on the basis of multireference electron correlation methods to
realize quantitative on-the-fly dynamics simulations of non-adiabatic photochemistry.

RECENT PROGRESS

Simulations of singlet fission based on active space decomposition. To accurately calculate the model
Hamiltonians of excitonic processes in molecular aggregates and crystals, we have developed an
electronic-structure method called active space decomposition (ASD), which compresses the wave
functions of such systems using molecular geometry

information. For the simplest case of molecular

dimers, the wave function is parameterized using the

physical states of monomers (labeled as A and B) as

V= Z Clofop
uj

in which @/ and @7 are calculated by active-space
wave function methods, such as complete or
restricted active spaces. We found that the
Hamiltonian matrix elements between the product
basis functions can be computed without explicitly

constructing the product basis as follows: Figure 1: ASD extracts few-state models from the

Hamiltonian in a very large configuration space.
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in which I" are transition-matrix-like quantities that can be computed from a fragment wave function
alone. The ASD ansatz is exact when the complete set of monomer states (i.e., all the charge and spin
sectors) is included in the summation, which is somewhat analogous to singular value decomposition of
matrices.



We have shown that the ASD method not only enables active-space computations of
unprecedented size that are otherwise intractable, but also naturally provides few-state model
Hamiltonians in the diabatic representation for electron and energy transfer dynamics (Figure 1)." We have
applied this methodology to the singlet fission processes in pentacene and tetracene crystals.” Singlet
fission is a molecular analogue of multiple exciton generation, whose mechanism is still under intense
discussions. Our results have numerically proven the effectiveness of the diabatic models in these systems
by demonstrating that the model Hamiltonians with 5 states describe more than 99% of the wave
functions for low-lying electronic states. Our model has also been used by other researchers to validate
more approximate but efficient models.

The ASD method has been recently extended to multiple-chromophore systems. The extension is
based on the matrix-product-state approximation in the DMRG algorithm (called ASD-DMRG):*

Y= Z Cclk-pfpP ok ..., where CYK-=Tr[C'C/C¥..]
IJK...
This parameterization can be seen as successive compression of wave functions, and is a natural
generalization of the ASD dimer wave-function ansatz. From a theoretical point of view, ASD-DMRG is
the first proposal to use chemical fragments to map molecular systems to a lattice model, as opposed to
orbitals in the standard ab initio DMRG, which (we think) is major advancement in the field.

Non-adiabatic photodynamics based on automated code generation. We have realized, for the first time,
the analytical nuclear gradients of complete-active-space second-order perturbation theory (CASPT2)
with full internal contraction.* CASPT2 is a popular method among computational chemists, but its
nuclear gradients had not been available due to enormous complexity of the equations arising from the
use of full internal contraction. We have overcome this difficulty by employing the automatic code
generation approach. The code generator and generated code are both publicly available online
(http://www.nubakery.org). The program has been applied to vertical and adiabatic ionization potentials
of a free-base porphyrin to show that the cation structure is in a lower symmetry due to the pseudo-Jahn—
Teller effect [CAS(4,4), cc-pVDZ consisting of ~400 basis functions]. We did not use any spatial
symmetry. One geometry optimization step only took about 30 min without parallelization.

FUTURE PLANS
We are currently extending the ASD model to allow for orbital optimization and treatment of dynamical
correlation to make our model predictive. In addition, generalization of the ASD-DMRG ansatz to higher-
dimensional tensor network states is under investigation in our research group. Regarding the second
component of this research project, we are currently developing an efficient theory and programs for non-
adiabatic coupling matrix elements with CASPT2, which would enable accurate surface hopping
dynamics simulations on correlated potential energy surfaces.
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Project Scope

The goal of this project is to provide robust, predictive, and broadly applicable computational tools enabling non-
adiabatic molecular dynamics (NAMD) simulations in real materials with unprecedented accuracy and realism.
We aim to develop a general-purpose code enabling 10-100 picosecond ensemble NAMD simulations for
molecules and nano-sized clusters with ~100 atoms at the level of hybrid time-dependent density functional
theory (TDDFT).

Relevance to MGI and DOE Mission

The rate of breakthrough discoveries in energy-related
materials sciences depends crucially on our ability to
control non-adiabatic transitions between electronic states.
For example, sensitizer dyes for solar cells should exhibit
large transition probabilities from the absorbing state to the
charge-injecting state and minimal losses through other
channels. NAMD simulations are the method of choice for
these challenges. They provide direct access to observables
such as quantum yields, time constants, and kinetic energy
distributions which can be compared to accurate

calculations and gas-phase experiments. Figure. Sample B3LYP/SVP NAMD trajectory

showing photoinduced water splitting in the S;
Technical Progress state of (TiO,)4 clusters at 278 K. No reaction is

A highlight in FY 2014 was the development of | observedinthe ground state.
improved iterative subspace algorithms for large-scale

response calculations which lie at the heart of materials simulations. The simple but effective idea underlying this
method is to exploit the reduction of the residual norms as convergence is reached. The method is particularly
successful when Coulomb and exchange portions of the linear response equations are separated and in
combination with fast factorization techniques such as the resolution-of-the-identity (RI) approximation. Up to
five-fold speedups were observed in TDDFT calculations, with larger benefits for larger systems. This
significantly extends the scope of NAMD simulations. Another important accomplishment was the extension of
TDDFT-based NAMD simulations to open-shell systems enabling the simulation of homolytic bond breaking,
which is very common in photochemical reactions. Previously, excited-state homolytic dissociation could only be
addressed by multi-reference calculations, which are limited to molecules with few atoms. The present
developments make it possible to obtain a qualitatively complete picture of photochemical reactivity for systems
with up to 100 atoms for the first time. Further, we have completed the derivation and a first implementation of
first-order non-adiabatic couplings between two excited states in the hybrid TDDFT framework. The result is
consistent with time-dependent response theory, but also reveals an incorrect pole structure of the quadratic
TDDFT response within the adiabatic (zero frequency) approximation for the exchange-correlation kernel. This
result highlights the importance of frequency-dependent kernels for NAMD simulations. In the meantime, an



approximate version of the couplings that becomes exact at conical intersections is the most promising candidate
for applications. We have also developed a semi-numerical algorithm for efficient computation of non-local
density functional exchange- and correlation energies. The integration over the relative coordinate is performed
analytically using a new recursion to generate intermediate integrals that are functions of the electron center-of-
mass. Integration over the center-of-mass coordinate is carried out numerically using standard molecular
integration schemes. This makes it possible to use of local range-separated hybrids without empirical parameter
tuning which is crucial for predictive modeling. First results show a surprisingly good performance for bond
dissociation energies. In collaboration with the Heyduk group at UC Irvine, we have characterized the electronic
structure of complexes of Group V metals with the redox-active tridentate (ONO) pincer ligand. While (ONO)
complexes of Nb and Ta exhibit closed-shell ground states with completely oxidized d° metals, the V complex has
a diradical ground state with an antiferromagnetic coupling between the d' metal atom and the semiquinoidal
(ONO) ligand, which explains the intense MLCT band of the V complex in the visible spectrum and demonstrates
the promise of the (ONO) ligand platform for charge-transfer dyes. We have performed NAMD simulations on
photoexcited titania nanoclusters in collaboration with Enrico Berardo and Martijn Zwijnenburg (UCL) to
invesigate the promise of this material in photocatalytic water splitting. First results indicate that photoinduced
water splitting can occur in the first excited state of TiO, tetramers, see Figure.

Future Plans

In the remaining months, we will complete the shared-memory parallelization of our NAMD code and
explore further acceleration by graphics processing units. We will also develop an algorithm to efficiently
compute couplings between many states. We will test decoherence corrections and investigate local diabatization
methods. We will continue to perform illustrative applications.

Broader Impact

During the past two years, two high school students, three undergraduate students, two graduate students, and
two postdoctoral researchers were trained in ab-initio NAMD simulations and their application to molecular
materials. Partly as a result of their participation, one high school student accepted an offer to study chemical
engineering at Columbia University, two undergraduate students received departmental awards, and one
postdoctoral researcher obtained a faculty position at Cal State Long Beach. The material developed in this
project is being used for undergraduate and graduate classroom education in theoretical and computational
chemistry at UC Irvine. We have developed a 3-minute video introduction to ab-initio NAMD simulations that is
publically available on YouTube. The PI has given pedagogical lectures at predominantly undergraduate
institutions and high school teacher workshops to educate the broader public on computational materials research.

Data Management and Open Access

The software developed in this project is publically available through the Turbomole program package. The
source code is archived in the Turbomole SVN repository after it satisfies Turbomole's coding standards and
passes the Turbomole test suite. Once the code has been checked in, it can be accessed by all Turbomole
developers. Any outside individual or organization can request Turbomole developer status and obtain access to
the entire Turbomole source code by submitting a code development proposal to Turbomole. In addition to the
distribution through Turbomole, newly developed code can be shared upon request for research and teaching
purposes. While Turbomole is proprietary software, the code developed in this project is co-owned by its
developers, and no restrictions are imposed on its use in education and research. Turbomole has adopted an
irrevocable non-profit clause in its articles of incorporation, and its balance sheets are published on the web. The
license fees are mostly used to provide high quality user support, to develop tools such as a graphical user
interface to enhance accessibility, and to maintain long-term code stability. Discounted licenses are available for
teaching, undergraduate institutions, and students.


https://www.youtube.com/watch?v=T3m-X1BNX6I
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Presentation Abstract
Azobenzene functional groups undergo photo-isomerization upon light irradiation or application of heat.
Zhou et al. (J. Am. Chem. Soc. 134:99-102, 2012) reported that porous coordinated polymers (PCPs)
utilizing stimuli response, such as light absorption, are potentially highly efficient, and reversible,
sorbents, particularly for carbon dioxide uptake. Azo-functional sorbents return to their original state
while at ambient conditions for a prolonged period of time or with gentle heating (solar activation). The
photo switchable molecules also have potential applications ranging from optical storage devices, photo-
orientation of liquid crystals, and control of peptide conformations. Determining optimal functional
groups on the photo-responsive organic linkers is a major synthesis and characterization challenge. Our
research will provide a unique computational approach to aid in the search for optimal linkers via high-
throughput materials-by-design scenarios.

Grant DE-SC0004737: Light-Matter Interactions of Azo-
Functional Porous Coordinated Polymers

Postdoc(s): Barry Haycock and Hong Wang
Student(s): Zachary Herberger, Amanda J. Neukirch, and Logan C. Shamberger

RECENT PROGRESS
We have developed and implemented a non-adiabatic molecular dynamics (NAMD) algorithm within
FIREBALL to gain insight into photo-physical and photo-chemical processes; for example, the charge
carrier dynamics in photoactive materials or the isomerization of molecules due to charge excitation
recombination. There are several approaches for going beyond the Born-Oppenheimer ground-state
surface; we use the molecular-dynamics with quantum transitions methodology proposed by Tully which
is the most widely used and successful method to deal with problems in which coupling between
electrons and ions is required. In Tully’s approach, the hops between PES are determined using the
fewest switches surface hopping method minimizes the number of non-adiabatic transitions per
trajectory, while imposing the correct state populations. However, as we would like to target large-scale
applications with several hundred or thousands of atoms involved, we have focused primarily on
implementing a NAMD method within a DFT formalism using a local-orbital basis (FIREBALL). All
aspects of the system (electrons and ions) advance in the time domain with coupling between the
electrons and ions.

The non-adiabatic coupling vectors (NACVs) provide the link between classical atomic motion and
changes in quantum electronic states. Results for several small molecule applications (Hs and
formaldamine) of our exact NACV approach were published in J. Chem. Phys. There are two key
elements regarding our approach. Firstly, we explicitly calculate the non-adiabatic coupling vectors
(NACVs). The NACVs play a fundamental role in extending first principles molecular dynamic
simulations beyond the adiabatic approximation - they provide the link between classical atomic motion
and changes in quantum electronic states. In most methodologies, the NACVs are not calculated
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explicitly. However, it is useful to explicitly calculate the
NACVs, for instance, in order to search for conical
intersections or avoid crossing regions. Our exact
expression for the NACVs efficiently extends to NAMD
methods so that we can efficiently investigate photo-
isomerization processes in large systems (including
hundreds or potentially thousands of atoms). Secondly,
the efficiency of our NAMD approach means that we can
also explore very large statistical ensembles of excitation
processes. In each of our photo-isomerization
investigations, we explore between 500-1,000
trajectories; thereby, we obtain ensembles that are
statistically sound. We then explore the properties of the
entire ensemble rather than individual trajectories
(photo-isomerization is a probability event).

Recently, we have extended the non-adiabatic molecular
dynamics formalism to investigate photo-isomerization
in stilbene and azobenzene (shown in Fig. 1). In our
approach, we consider an ensemble of simulations (a few
hundred simulations) and investigate the properties of
the system for the entire ensemble; these results are
published in J. Chem. Theory Comp.

Azo-functional Linkers for Porous

Coordinated Polymers

More recently, we have been investigating the photo-
isomerization processes in azo-functional organic linkers
through non-adiabatic molecular dynamics. We are
exploring the impact of functional groups (e.g. CHs, NH2,
etc.) on the optical properties, isomerization reaction
time, and quantum yield and we find that the photo-
isomerization properties are strongly dependent on the
functional groups attached to the azobenzene derivative.
We will report on non-adiabatic molecular dynamics
simulation results for a few model azobenzene derivative
systems and we will discuss our theoretical
understanding of the trans- to cis- transformation
mechanisms, and timescale variations, resulting from
different functional groups. Our long term goal is to use
high-throughput calculations to rationally design highly
efficient photo-isomerization response in porous
coordinated polymers for gas separation.

We can elucidate more information about the pathway
towards relaxation and isomerization by studying the
projections of the nonadiabatic coupling vectors onto
individual atoms in the molecular systems. In all cases we
found that the central CNNC atoms contribute the most to
the nonadiabatic coupling terms, hence, they are the most
influential atoms in this process. Table 1 shows that in the
three systems with organic linkers, the magnitudes of the
coupling vectors are larger than those in the pure

Figure 1. Molecules such as azobenzene
exist in two stable conformations: trans and
cis, and are converted from one configuration
to the other when they are optically (or
thermally) excited (top panel) in a process
known as photo-isomerization. In NAMD
simulations, the system evolves on an excited
state PES with a probability that the electron
will transition to the ground state (middle
panel). We perform ensembles of simulations
to describe isomerization mechanism, time,
and quantum yield (bottom panel).

Figure 2. Azobenzene and various azo-
functional organic linkers for porous
coordinated polymers.




azobenzene system. In all four systems, we found that the nitrogen atoms possessed the nonadiabatic
coupling vectors and terms with the largest magnitude. The greatest difference is that while the magnitude
of the nitrogen coupling terms are about the same for all four systems, the magnitude of the nitrogen
coupling vectors are much smaller in the pure azobenzene system. These results indicate that the velocities
of nitrogen atoms in the non-linker system are either larger or are “more parallel” (hence increasing the
dot product) with the nonadiabatic coupling vectors. More aligned velocities will lead to a more concerted
motion and potentially a higher quantum yield. In all of the cases with linkers the nonadiabatic coupling
term for the carbons are larger, suggesting that there may be more contribution from the phenyl rings
during the rotation process. We also observed that the least efficient 4-methylazobenzene case has very
asymmetric contributions between both the two central nitrogen atoms and the two central carbon atoms
perhaps explaining the decreased isomerization efficiency.

Table 1. Ensemble averages for values of modulus of projection on the central atoms CNNC atoms of the
nonadiabatic coupling vectors and absolute value of the nonadiabatic coupling terms between the HOMO
and LUMO at time preceding electronic transition into the ground state of azobenzene, azobenzene with
organic linkers, and 2-methylazobenzene with linkers.

Azobenzene Azo w/linkers 4-methylazo w/linkers 2-methylazo w/linkers
di|(A")  |dij*V|(THz) |di[(A™) |di-V[(THz) |dil(A™) [dij'V|(THz) |dil(A™")  |dij"V|(THz)
Cl 7.33 334 9.94 47 9.54 48 8.81 44
N2 9.94 151 13.66 160 12.74 149 12.35 153
N3 10.44 176 13.93 144 14.31 184 12.95 157
C4 7.33 33.8 9.63 41 9.4 36 8.46 43
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Presentation Abstract

We are developing a modern framework for quantum based molecular dynamics
simulations that combines some of the best features of regular Born-Oppenheimer and
Car-Parrinello molecular dynamics. The new framework is based on an extended
Lagrangian formulation of Born-Oppenheimer molecular dynamics that allows, for the
first time, efficient energy conserving quantum based molecular dynamics simulations
with a computational complexity that scales only linearly with the system size. The
efficiency and accuracy of the new dynamics can be understood from a backward
analysis. Instead of integrating an underlying exact dynamics with approximately
converged forces, exact forces that do not rely on the fulfillment of the Hellmann-
Feynman theorem are used to integrate an approximate shadow Hamiltonian. In this way
properties of a Hamiltonian dynamics, such as the total energy, can be rigorously
controlled. This geometric approach to integration is widely used in classical molecular
dynamics, e.g. in the velocity Verlet algorithm. Our new framework allows this
geometric technique to be applied also to self-consistent field models. A number of
applications can take direct advantage of the new formalism, including 1) orbital-free
density functional based molecular dynamics for matter under extreme conditions, II)
dynamics using classical polarizable force fields, I11) occupation or charge constrained
excited state molecular dynamics, and V) advanced sampling techniques, such as
statistical or path-integral molecular dynamics.

FWP # LANL2014E8AN:
Next Generation First Principles Molecular Dynamics

P1: Anders M.N. Niklasson
RECENT PROGRESS
Generalized extended Lagrangian Born-Oppenheimer molecular dynamics

A generalized, more rigorous and transparent, theoretical framework based on the
concept of a shadow Hamiltonian was developed that allows applications to a broader
class of materials in the limit that requires only a single Hamiltonian construction and
diagonalization per time step. The generalization is given through the introduction of a
kernel that acts like a preconditioner for the equations of motion of the electronic degrees
of freedom. Previous ad-hoc formulations of the 0-SCF limit appear from local
approximations of this kernel.



Constrained extended Lagrangian quantum based molecular dynamics

Constrained Kohn-Sham density functional theory can be used to describe diabatic
excited state potential energy surfaces. Formulations and molecular dynamics
applications of a charge constrained extended Lagrangian framework have been
performed.
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Presentation Abstract

This talk will present recent work employing ab initio DFT+U theory and embedded correlated
wavefunction (ECW) theory aimed at understanding and optimizing mechanisms of solar energy
conversion to electricity by non-standard light-absorbers made from abundant elements. Here we
focus on the promising material Copper Zinc Tin Sulfide/Selenide (CZTS). CZTS is a
zincblende-like compound, with a tunable direct band gap (in the ideal range of 1.0 to 1.5 eV)
that contains only cheap, non-toxic elements. The record efficiency for CZTS is still too low
(~11%), limited by a low open circuit voltage and fast non-radiative recombination of charge
carriers at point defects, interfaces, secondary phases or grain boundaries. We will show that
carefully exploitation of surface and interface properties may reduce formation of recombination
centers and thereby improve efficiency. Secondly, density-based ECW theory has been extended
to semiconductors for the first time. The density functional embedding theory, which derives a
unique, exact embedding potential from optimized effective potential theory, has been extended
to periodic crystals of covalently bonded materials. The theory has been implemented within
Blochl’s projector-augmented wave density functional theory (PAW-DFT) formalism within the
VASP code. We will present the formalism and first results for examining properties of charged
defects in compound semiconductors.

DE-SC0002120: Quantum Mechanical Evaluation of CZTS Properties
for Photovoltaic Applications

Pl: Emily A. Carter
Postdoc: Kuang Yu

RECENT PROGRESS
Program Scope

Kesterite phase CZTSSe (Cu,ZnSnS,«Sey) (see Figure 1) is a quaternary compound that is a
promising thin-film solar cell material. It features a tunable band gap which spans the perfect
range for solar cell applications (1.0-1.5 eV). Although it has the great advantage of not
containing any expensive or toxic elements, the CZTSSe solar cell is limited by its low
efficiency, similar to organic solar cells. One of the major limitations lowering the efficiency is



the low open circuit voltage, which is related to the unstable Cu/Zn sub-lattice and the possible
presence of secondary phases. Another limitation is the short carrier lifetime that is thought to be
due to Shockley-Read-Hall (SRH) recombination centers associated with point defects. Utilizing
theoretical and computational tools, our project aims to understand these limitations and to
explore strategies that can be deployed to improve the CZTSSe efficiency.

Figure 1. Crystal structures of the three ordered phases of CZTS: a) kesterite phase; b) stannite
phase; ¢) wurtzite phase.

Recent Progress

To study the ground state properties of CZTSSe, we first began our work by computing
U, =U —J parameters for the 3d electrons of Cu(l), Zn(Il), and Sn(IV), utilizing the ab initio

unrestricted Hartree-Fock methodology previously developed in our group. Clusters of
increasing size were cut from the experimental structures of the relevant oxides (Cu,O for Cu(l),
wurtzite ZnO for Zn(ll), and SnO, for Sn(IV)), and the U, parameters were computed. We

converged the results with respect to the cluster size, and obtained the final U, parameters that

exhibit the expected physical trend (Cu(l) < Zn(ll) < Sn(IV)) — a feature not always present when
derived with alternative methods. We further benchmarked the U parameters by studying

properties of both the metal oxides (Cu,0O, ZnO, SnO;) and CZTS (kesterite and stannite). It was
shown that with the ab initio U correction, both the lattice geometry and the bulk moduli are
significantly improved in all systems when compared to experiment, validating this ab initio
DFT+U methodology.

With the validated ab initio DFT+U method in hand, we proceeded to study the phase
stabilities of the relevant materials in the CZTS (Cu,ZnSnS,) system. We computed the
temperature-dependent free energies of various secondary phases including: ZnS, CuS, Cu,S,
SnS, SnS,, and Cu,SnSs, as well as all three ordered phases of CZTS (kesterite, stannite and
wurtzite). Our calculations confirm that formation of CZTS is very favored thermodynamically
and the desirable kesterite phase is the most stable phase of CZTS. However, the energy
differences between the three CZTS phases are very small (3~5 kJ/mol/formula-unit), which can
be easily overcome at typical experimental growth temperatures. In particular, the energy of the
stannite phase is only 3 kJ/mol/formula-unit higher than the kesterite phase. Both the kesterite
and the stannite phases are tetragonal and the only difference lies in the Cu/Zn sub-lattice, so the
lattice mismatch between the two phases is also minimal. Therefore, secondary CZTS phases
(especially the stannite phase) can form easily during the synthesis, lowering the open circuit
voltage (stannite has a lower band gap than kesterite), creating local traps and recombination
centers, ultimately decreasing the device efficiency.



In order to search for possible strategies to stabilize the kesterite phase of CZTS, we explored
the surface properties of all CZTS phases, aiming to see if there exist some kesterite surfaces
with extra stability that could be exploited to preferentially grow kesterite. Slab calculations
indicate that the wurtzite phase CZTS has the lowest surface energies in general, explaining why
nanoparticles of CZTS preferentially grow in the wurtzite phase (since nanoparticle stabilities are
dominated by surface rather than bulk energetics). The calculations also confirm that the most
stable surfaces for the tetragonal phases (kesterite and stannite) are (110), (112) and (102), in
agreement with experimental PXRD results. Unfortunately, we did not observe lower surface
energies for the kesterite phase compared to the stannite phase in these naturally formed
orientations. However, we found that the kesterite phase is more stable than the stannite phase in
orientations (001) and (100), which we denote as beneficial surfaces that should provide extra
stability for the kesterite phase. However, these beneficial surfaces have higher surface energies
compared to the natural surfaces, so an external substrate template would be needed to induce
formation of these beneficial surfaces.

We then studied the zincblende ZnS(001) surface as a possible substrate, which has a
tetragonal lattice that conforms to the kesterite(001) surface. Interface calculations suggest that
CZTS-(001)-oriented films would strongly adhere to Zn-terminated zincblende ZnS(001)
surfaces. More importantly, we found significant extra stability for the kesterite overlayer
deposited on the ZnS substrate compared to the stannite overlayer. Therefore, we conclude that
use of a ZnS(001) substrate is worth exploring as a CZTS crystal growth template; this work has
been submitted for publication.

Besides phase stability studies, we also examined properties of point defects in CZTS. We
computed the free energy of formation for various types of point defects. As many of these
defects are charged, and because the study of charged defects within periodic boundary
conditions is problematic (despite various corrections that have been proposed), we sought to
extend our embedding formalism to be able to treat such charged defects as well as to study local
excited states involving such defects in CZTS. We therefore recently developed a new
implementation of our density functional embedding theory (DFET). The new DFET
implementation combines the original DFET theory with the projector-augmented wave (PAW)
formalism. A new real-space projection scheme was developed, allowing us to project the
potential expressed on a uniform grid onto the atom-centered radial grids used in PAW in a very
efficient way. The new algorithm also enables any optimized effective potential (OEP)
computation within the PAW formalism. For our purposes, it allows us to perform DFET
calculations at a frozen-core, all-electron level of theory. The new algorithm was implemented in
VASP so that it can be used in conjunction with all VASP features, including a wide selection of
density functionals, U corrections, and superior parallelization efficiency. We have thus far
evaluated the quality of the resulting embedding potentials first using molecules and metals to
compare with our earlier norm-conserving pseudopotential implementation of DFET within
abinit, and then on a couple of CZTS-related test systems (i.e., Snz, and Cuz, antisites in ZnS).
We showed that the embedded cluster models were able to reproduce key features of the
electronic structure of the point defects in bulk semiconductors. We also demonstrated that the
embedded cluster calculation results are highly transferrable with respect to different types of
basis sets (e.g., Gaussian-type and planewave basis sets). Furthermore, we also developed new
algorithms allowing us to perform embedded cluster calculations with all-electron Gaussian-type
basis sets in a variety of quantum chemistry programs (MOLCAS, NWCHEM, and GAMESS).



These preliminary studies (recently submitted for publication) lay the foundation for future
embedded correlated wavefunction (ECW) calculations.

Future Plans

One of the ongoing directions we are working on currently is studying the effect of the
disordered Cu/Zn sub-lattice on the CZTS electronic structure. Experimentally, the Cu/Zn sub-
lattice disorder was observed and has been suggested to be a major cause for the low open circuit
voltage. We plan to explicitly study the disordered phase and quantify the local potential
fluctuations caused by the disordered arrangement of the Cu and Zn atoms.

Another direction is to utilize the DFET method we developed previously to study point
defects of CZTS. We plan to conduct ECW calculations for the point defects in CZTS and
compute their electron binding energies. Via these calculations, we will assess their capacity to
trap free carriers, as well as determine their natural charge states and understand how they
perturb the local electrostatic potentials.

In the long term, we are also interested in exploring various other possible strategies to
improve CZTS efficiency. We will consider interfaces between CZTS and other semiconductors,
aiming to find better electron/hole extraction materials that have low resistance for carriers and
contain no toxic elements. We will also explore possible dopants that can introduce triplet
excited states with extended lifetimes. Nanostructured CZTS is another direction worth more
exploration, as nanoscale topologies may introduce new features facilitating the separation of
electron and hole carriers. To sum up, we will carry on the work we proposed in the original
proposal and shed light on fundamental aspects of CZTS solar cell devices with the aim to help
improve their performance.
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The auxiliary field quantum Monte Carlo (AFQMC) method developed by the Pls
provides one of the most accurate descriptions of strongly correlated electronic systems,
from molecules to solids. Unlike other explicit many-body approaches, QMC scales as a
low order polynomial of systems size, similar to mean-field methods such as density
functional theory (DFT). The AFQMC algorithm has the form of an entangled ensemble
of mean-field calculations, so it is significantly more expensive than DFT. This creates a
bottleneck for applications to extended systems, such as large molecules and solids. A
principal objective of this grant is to develop new AFQMC computational strategies to
achieve improved efficiency for large systems, using downfolding and localization
schemes, without sacrificing the predictive power of the calculations.
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RECENT PROGRESS

Stability, Energetics, and Magnetic States of Cobalt Adatoms on Graphene: Adsorbed
magnetic atoms on graphene are of interest for possible spintronic applications. We
investigated the stability and energetics of adsorbed Co with near-exact many-body
calculations. A frozen-orbital embedding scheme was combined with AFQMC
calculations to increase the reach in system sizes. Several energy minima were found as a
function of Co adsorption site and height. The findings provided an explanation for recent
experimental results on nearly free-standing graphene. [Virgus, PRL 2014]

Accurate calculation of Cr, potential energy curve: The chromium dimer presents an
outstanding challenge for many-body electronic structure methods. Unconstrained (exact)
AFQMC calculations were first carried out for a medium-sized but realistic basis set.
Elimination of the remaining finite-basis errors and extrapolation to the complete basis
set limit were then achieved with a combination of phaseless and exact AFQMC
calculations. Final results for the PEC and spectroscopic constants are in excellent
agreement with experiment. This hybrid approach enabled us to obtain one of the most
accurate theoretical results of Cr, ground-state properties to date. [Purwanto, JCP 2015]



Quantum Monte Carlo calculations with downfolded Hamiltonians: We presented a
combination of downfolding many-body approach with AFQMC for extended systems.
Many-body calculations operate on a simpler Hamiltonian which retains material-specific
properties. The Hamiltonian is systematically improvable and allows one to dial between
the simplest model and the original Hamiltonian. As a by-product, pseudopotential errors
are essentially eliminated using frozen orbitals constructed adaptively from the solid
environment. The computational cost of the many-body calculation is dramatically
reduced without sacrificing accuracy.

s T ] Excellent accuracy is achieved for a
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o . ST [ metals. We applied the method to
= V (A%atom) calculate the equation of state of cubic
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expt. (symbols)] and determined the

Soat spin gap in NiO, a challenging

. | . ] prototypical material with  strong

v (AYatom) electron  correlation effects.  This

approach greatly extends the reach of

general, ab initio many-body calculations in materials. [Purwanto, JCTC 2013; Ma, arXiv
2015]
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The use of computational methods for the study of renewable energy applications
faces important challenges from the perspective of electronic structure theory.
Relevant applications exhibit both large system sizes and subtle electronic
structures, often involving transition metal complexes with strong multi-reference
character. To address these challenges, we have developed quantum embedding
methods [1-3] to leverage the efficiency of density functional theory (DFT) methods
and the accuracy of rigorous wavefunction theory (WFT) methods (such as CCSD(T)
or MRCI). This approach provides a promising and straightforward tool for the
investigation of a range of molecular systems and processes, including the oxidative
decomposition of lithium-ion battery electrolytes [4] and the rational design of a
new class of cobalt-based hydrogen-evolution catalysts.
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Presentation Abstract

The development of numerical methods capable of simulating realistic materials and surfaces with strongly correlated
electrons, with controllable errors, is a central challenge in quantum chemistry. Here we describe a framework for a
general multi-scale method based on embedding a self-energy of a strongly correlated subsystem into a self-energy
generated by a method able to treat large weakly correlated systems approximately. As an example, we present
the embedding of an exact diagonalization self-energy into a self-energy generated from self-consistent second order
perturbation theory. Using a quantum impurity model, generated from a cluster dynamical mean field approximation
to the 2D Hubbard model, as a benchmark, we illustrate that our method allows us to obtain accurate results at
a fraction of the cost of typical Monte Carlo calculations. We test the method in multiple regimes of interaction
strengths and doping of the model. The general embedding framework we present avoids difficulties such as double
counting corrections, frequency dependent interactions, or vertex functions. As it is solely formulated at the level of
the single-particle Green’s function, it provides a promising route for the simulation of realistic materials that are
currently difficult to study with other methods. Finally, I would like to describe our newest development that is
stochastic embedding framework where the weakly correlated part is modeled statistically and can describe a realistic
solid with thousands of orbitals and electrons. Subsequently, we embed the strongly correlated part of the self-energy
into the stochastic self-energy for the weakly correlated part.

Grant title: Accurate ab-initio methods for correlated surface problems
PI: Dominika Zgid
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I. RECENT PROGRESS

Our major goal is to develop an embedding approach capable of delivering quantitative results for realistic systems.
When developed to a quantitative level such method will enable studies of both strongly correlated surfaces and solids
without the currently done frequently empirical approximations. There are couple of major challenges to overcome
in order to make a quantitative method for large system. The first challenge is to create a multi-scale method for
solids in which weakly correlated orbitals (s- and p-orbitals) are treated at a different level of theory than the strongly
correlated ones (d- and f-orbitals). The second challenge is to determine which orbitals in the problem are the most
strongly correlated ones and therefore should be treated with a high level method. The third challenge is to account
for neglecting of non-local interactions outside of the chosen region in the embedding methods. Finally, the fourth
challenge is to construct the embedding scheme in such a way that the translational invariance of a periodic system
remains intact. In my group we working on addressing all these four challenges. We made a very significant progress
during the last year and we worked on each of the four aforementioned challenges.

A. The development of the GF2 method

In our original proposal, we promised to develop a multi-scale solver capable of describing strong and weak corre-
lation in periodic systems. The first step of such a procedure is to develop a method that could be used to treat the
weakly correlated s- and p- orbitals and has a low computational scaling. In a preliminary implementation such a
method can be used to treat moderately sized molecules. We have implemented an iterative Green’s function formal-
ism called GF2 that can describe orbitals having both weakly and strongly correlated character. The GF2 theory is
based on iterative resummation of diagrams in Fig. 1 that form the self-energy expression

Yi(r)=— Z Gii(T) G (T) Gpg(—T) X Vimak (2Vipn; — Vaplj) - (1)

klmnpq

A cartoon showing a bird’s-eye view of our implementation of the GF2 algorithm is presented in Fig. 2. A detailed
description of GF2 implementation can be found in J. Chem. Phys. 140, 241101 (2014).



Here, we would like to mention some of the key advantages of the GF2 method. GF2
is an all electron, size-extensive, and peturbative method. Series of diagrams are included
due to the implicit resummation in the iterative procedure, thus making possible for GF2 0 + [K} + %
to recover certain static correlation effects even when starting from RHF solution and to
avoid the typical MP2 divergencies for cases with decreasing band gaps. In Fig. 4, an
exceptional performance of the GF2 is illustrated for nontrivial strongly correlated sys-
tems such as stretched Hgo lattice. This system is multi-reference even at their respective
equilibrium lattice spacings. GF2 is an iterative procedure independent of the reference
Green’s function, thus both HF and DFT starting Green’s functions can be used. GF2
calculation can be performed in the atomic orbitals without the AO to MO orbital trans-
formation. This is due to a similar structure of the second order self-energy in the 7 domain to the Laplace transformed
MP2 expressions. An overall cost with the density fitted AO integrals in the Eq. 1 is O(n3m) scaling, where n is the
number of orbitals and m is the number of auxiliary functions necessary for density fitting. Thus, as expected the
overall scaling of GF2 algorithm is identical up to a prefactor with Laplace transformed density fitted MP2 scheme.

GF2 method is explicitly inverse temperature, 3, dependent and can be used to calculate
energy or band gap as a function of temperature. The GF2 procedure is all-electron, with
no selection of an active space of correlated orbitals. It requires no more user input than
that of a typical HF or DFT calculation. As such it can be made blackbox. GF2 may
be used to determine active space orbitals for complicated strongly correlated molecules
studied with QM/QM embedding methods such as DMFT. All the above advantages make
GF2 an ideal candidate for the first step of a multi-scale scheme as a method capable of
handing weak correlations.

In summary, the developed by us GF2 method shows a great promise to treat both
the static and dynamic correlation. By using GF2 as a base for the further development,
we can address both the first and the second challenge since we can provide that both
weakly and strongly correlated orbitals are correlated at the same time. Additionally,
we can calculate the one-body density matrix using the GF2 method and obtain natu-
ral orbital occupancies. In this way, the most important orbitals can be chosen for the FIG. 2. A bird’s-eye view
strongly correlated embedding treatment, thus addressing the second challenge. The GF2 of the GF2 algorithm.
implementation and testing was performed by a postdoctoral fellow Dr. Jordan Phillips,
who has been in my group since September, 2013.

FIG. 1. Diagrams in-
cluded in second-order
self-energy.
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B. The development of the self-energy embedding theory

Despite GF2 being computationally affordable to use it for a treatment of
strongly correlated solid such as oxide perovskites, layered materials or surface
problems still remains too costly. To mitigate this problem, we developed a °r DT colver
method that uses the GF2 treatment only in the embedded region of choice I 0
(e.g. single unit cell). Consequently, we can use the GF2 treatment to first Y(w) = RGEE (w) +| ==

determine strongly correlated orbitals in the embedded region for which a 0 MMEW
strongly correlated method, preferably DMFT, will later be used. The re- ot requency p— p———
maining weakly correlated orbitals are treated with perturbative GF2. Since s enrsy Gr2selieneray DUFT selfencray
GF2 can be easily used to treat around three hundred of orbitals such a multi-

scale approach provides a sufficiently computationally affordable framework to FIG. 3. The SEET self-energy.

treat realistic systems and large units cells - exactly these components are necessary to treat layered materials and
surface problems. The self-energy produced in the self-energy embedding theory (SEET) can be expressed as

Eunit cen(w) = ESrEtQ cen(w) + Eg\i/[tF;l:ell (w) . (2)
This equation is represented pictorially in Fig. 3.

An extension of the SEET approach to realistic periodic systems requires one additional step to preserve the
translational invariance of the original system. This is done using dynamic cluster approximation (DCA) that enables
a treatment of a unit cell in the k-space by SEET, thus providing a translational invariant solution for the whole
periodic problem. In order to test this approach, we implemented DCA+SEET hybrid for a Hubbard lattice where a
significant number of Monte-Carlo results exist providing a good comparison with our data.

To test our conjecture that even for a very complicated systems such as 2D Hubbard model only few orbital are
strongly correlated, while the rest of orbitals can be treated with GF2, we performed preliminary calculations with
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FIG. 5. 20-site Hubbard 2D lattice cluster unit cell and occupation numbers inside it produced with DCA+SEET scheme.

various U/t in order to produce the occupation numbers.

The result of our calculation for 20-site cluster in 2D Hubbard lattice is pre-
sented in Fig. 5, where it is visible that two different groups of orbitals exist
- strongly correlated with occupancy near 1 and weakly correlated with occu-
pancies near 2. At present these results are preliminary and we plan to explore
this topic further by analyzing different cluster geometries and extending our
investigations to 3D Hubbard which is closer to the realistic systems.

To summarize, our SEET method has the following advantages:

e Large unit cells with many orbitals are tackled with our scheme and
the important strongly correlated orbitals are selected for an accurate
treatment while all the remaining orbitals are treated at the GF2 level.

e Non-local Coulomb interactions outside the orbitals treated with impu-
rity solver can be described by GF2, thus screening of local Coulomb
interactions is not necessary in the SEET scheme.

e Intercell interactions can be described by SEET with cluster approaches
capable of treating few unit cells simultaneously.

e GF?2 is iterative, perturbative, and explicitly temperature dependent.

e The scaling is exponential for the accurate solver part (only few orbitals
in the unit cell) and O(n?) for the n orbitals that are treated with GF2.

The SEET implementation was developed in my group a graduate
student Alexei Kananenka, who has been in my group since Septem-
ber, 2013. Our first paper featuring SEET approach is currently in
press.
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FIG. 4. Natural occupations num-
bers of Hzs double plaquette with re-
spect to lattice parameter a. Inset
lower-right: structure of Hss. Inset
upper-right: lattice stretching curves
for RHF (red), MP2 (blue), CISD
(black), and GF2 (green).
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Presentation Abstract

I will describe how Partition Density Functional Theory (PDFT) can be used to avoid the
delocalization and static-correlation errors of approximate exchange-correlation functionals.
This is made possible by allowing the fragment densities to be ensemble ground-state
densities with fractional charges and spins. I will discuss the behavior of the fragment
energies as a function of fragment occupations, and will briefly describe future research
directions.

DE-FG02-10ER16196: Partition Density Functionals:
Theory and Applications

Student(s): Martin Mosquera, Jonathan Nafziger
RECENT PROGRESS

Correct description of bond breaking
We demonstrated that simple approximations to the partition energy, within the framework
of PDFT, can correct almost entirely the

. . . . . Dissociation energies (mH) for Hf and H
delocalization and static-correlation errors incurred gies (mH) z ?

in by local and semi-local functionals in standard KS-DFT PDFT exact

KS-DFT®. For example, the table shows self- _ (LDA) | (OA-LDA)

consistent calculations employing an “overlap- Hy 181 102.0 102.6
H, 246.1 180.0 174.5

weighted” approximation to the partition energy:
EJ% = AT, + AVexe + f (N5, S) AEy + SAExc,
where “A” stands for the non-additive pieces of the energy components, and the overlap

S[ni,no] = N1 fdr\/nl(r)ng(r) with N, = /NI N; and f (N,, S) = (|[Ng| + S (1= [Ns]))

Partitioning the current density

We showed the existence of one-to-one mappings between the total current density of a
molecule, a sharply-defined set of fragment current densities, and an auxiliary
electromagnetic vector-scalar potential pair (the partition potential). Thus, regarding a
molecule as a set of non-interacting subsystems that individually evolve under the influence
of the corresponding partition potential, PDFT can be generalized to use the fragment current
densities as the main variables. We proved the zero-force theorem for the fragmented
systems, established a variational formulation in terms of action functionals, and worked out
in detail a simple example for a charged particle in a ring®.



First benchmark PDFT calculations

We carried out the first benchmark PDFT calculations on
homonuclear diatomic molecules and analyzed the associated
partition potentials. We derived an exact condition

determining the strength of the singularities of the partition Lz Be:

potentials at the nuclei, established the connection between

charge-transfer and electronegativity equalization between

fragments, and tested alternative ways for dealing with

fractional charges and spins within PDFT®. He. H,
Partition potentials for the first

Fractional occupations four homonuclear diatomics’.

The importance of allowing for fractional occupations was

highlighted by solving several one-dimensional model systems. We explored in detail two
interrelated aspects of PDFT: The connections between fragment densities obtained via
different choices of fragmentation, for which we found “near-additivity”, and the nature of
their corresponding fragment occupations. We found that whereas non-integer occupations
arise for very large inter-fragment separations, strictly integer occupations appear for small
inter-fragment separations. Cases wherein the fragment chemical potentials cannot be
equalized lead to fragment occupations that lock into integers”.

Future work will involve both formal developments and applications. An adiabatic-
connection formula will be used to guide physically-motivated approximations to the
partition energy of PDFT; the conditions will be determined under which charge transfer
leads to fractional occupations in PDFT; a new algorithm that treats the partition potential as
a dynamical variable will be implemented.
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The random phase approximation for delicate ground-state energy differences
in materials science
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Presentation Abstract

In this talk I show the performance of the fully nonlocal random phase approximation (RPA) for the
delicate energy differences of interest in materials chemistry and physics. Direct RPA includes the full
exact exchange energy and a nonlocal correlation energy from the occupied and unoccupied Kohn-Sham
orbitals and orbital energies, with an approximate but universal description of long-range van der Waals
attraction . In our work we focus on tests of direct RPA and its corrections for several problems relevant
to Department of Energy missions.

The applications in this proposal are challenges for the simpler approximations of Kohn-Sham density
functional theory, which are part of the current “standard model” for quantum chemistry and condensed
matter physics. The nonlocal RPA approximation with or even without correction fixes long-standing
problems such as missing or unreliable long-range van der Waals attraction in certain chemical reactions,
too-small energy differences between certain structures in phase transitions, and the wrong magnetic
states in strongly-correlated materials [1,2].

We found that the RPA error cancellation is nearly perfect in many solids, including Si, but less perfect in
solid SiO,, as it is in many chemical reactions [2, and a work underway on high-pressure Ca phases is
presented in Figure 1]. “Beyond-RPA” methods like SOSEX and r2PT improve upon RPA, but their
performance is controversial [3,4,5]. A nonempirical, spatially nonlocal, model for the exchange-
correlation kernel could be a more reliable and “intrinsic” approximation to capture accurate ground-state
energy differences. This kernel is being implemented in the ABINIT code and tested for energy
differences.

Department of Energy under Grant No. DE-SC0007989.
Project title: Exploring the Random Phase Approximation for Materials and Chemical Physics

Postdoc: Savio Laricchia
Student: Bing Xiao

RECENT PROGRESS
1. High pressure phases of Ca within the random phase approximation

At ambient conditions, Ca crystallizes in the face-centered-cubic (FCC) structure. At higher pressure, the
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following transitions have been observed in x-ray diffraction measurements at room temperature: to body-
centered-cubic (BCC) at 20 GPa, simple cubic (SC) at 32 GPa.

At this time with the current facilities we could finish the SC and FCC phases. The BCC phase requires
more memory.

Parameters used in our calculations with VASP: 10*10*10 k-point grid, ENCUT = 500 eV for
ACFDT calculations. Number of bands used: same as maximum number of plane waves using a cutoff.
Accurate lattice constants were obtained for both phases with RPA: 2.61 A for SC, and 5.59 A for FCC
phases, while the experimental values are 2.606 and 5.58 A respectively, much better than PBE, MS2 and
any other approximations tried. Also in the FCC phase the total energy is more negative indicating that
SC phase is a high pressure phase compared to FCC, which is correct too. The transition pressure will be
determined by the third-order Birch-Murnighan equation. PRL 105, 235503 (2010)

Figure 1.

2.Nonlocal exchange-correlation kernel as a correction to RPA

This kernel is being implemented in the ABINIT code and tested for energy differences between D-Si-
beta-tin, and SiO,(a-quartz)-SiO, (stishovite) systems. Currently we obtained the equilibrium energies for
ACFD-RPA and for ACFD-RPA+CP(07, and ACFD-RPA+CDOP kernel corrections (both uniform
electron-gas-based kernels).
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Future plans

e The future plans include the completion of the ongoing work on high-pressure phases of
Ca. We need to finish the energy-volume curve on the third, the BCC phase of Ca. A
large memory workstation ordered recently will be appropriate for this memory-bound
RPA calculations (DoE mission: materials under extreme conditions).

e Similar to the first plan, our CO, adsorption calculations on the Pt(111) surface require
the large memory workstation (DoE mission: carbon capture and sequestration). We
started doing these calculations on NERSC supercomputers, but noticed that large surface
calculations with RPA are largely memory-bound.

e We are currently implementing and testing the nonlocal uniform-electron gas-based
kernel of L.A. Constantin and J.M. Pitarke, Phys. Rev. B 75, 245127 (2007). We believe
that an “intrinsic” correction to the RPA through the Dyson equation can give more
appropriate correction in structural phase transitions than the previous RPA+.

e Other ongoing work is related to DoE mission: multifunctional complex materials. The PI
is applying GW approximations to transition metal monoxide molecules with the FHI-
aims code. The GW is usually performed perturbatively with an appropriately chosen
reference input. The main focus of this research is to understand the role of the exact
exchange mixing in the starting point. By tuning the mixing parameter we can minimize
the quasiparticle correction in the reference, and determine an optimum parameter which
gives accurate photoemission spectrum. This optimum parameter can also deliver the
correct dissociation in diatomics. The aim of the work is to understand whether a
universal optimized mixing parameter exists, which can deliver accurate ground — and
excited-state properties as well (V. Atalla, M. Yoon,F. Caruso, P. Rinke and M.
Scheffler, Phys.Rev. B, 88, 165122, (2013). The same scheme will be then applied to
transition metal monoxides in the solid state.
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I will present a method called Multiconfigurational Pair Density Functional Theory,
MC-PDFT, which combines multiconfigurational wave functions with density
functional theory. A multiconfigurational reference wave function with correct spin
and space symmetry, of multiconfigurational SCF type, MCSCF, is used to compute
the electronic kinetic energy and classical Coulomb energy, and the rest of the energy
is calculated from a density functional, called the on-top density functional, that
depends on the density and the on-top pair density calculated from this wave function.
The latest development of the theory will be discussed together with results on excited
states of organic molecules and systems containing transition metals.
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Presentation Abstract

The GW approximation, coupled with the Bethe-Salpeter equation (BSE), allows the first-
principles prediction of electronic and optical properties. In this presentation, we examine the
efficiency and accuracy of GW-BSE applied to finite systems such as atoms, molecules or
nanocrystals. After a brief introduction of the GW-BSE theory, we discuss how a real-space
basis, with wave functions defined on a spherical uniform grid, takes advantage of quantum
confinement to improve computational efficiency. We present simulations predicting the
excited-state properties of titanium dioxide nanocrystals up to ~1.5 nm in size. We also
benchmark GW and GW-BSE energies on test sets consisting of transition metal atoms, some of
their oxide dimers, and organic molecules, and explore how a LDA-derived vertex function
affects the accuracy of quasiparticle and absorption energies on the same benchmark set.
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PROGRAM SCOPE

The primary goals of our research program are to develop and apply state-of-the-art first-
principles methods to predict electronic and optical properties of three systems of significant
scientific and technological interest: transition metal clusters, organic dyes, and metal-organic
frameworks. These systems offer great opportunities to manipulate light for a wide ranging list
of energy-related scientific problems and applications. We focus our investigations on the
following areas:

* The development and implementation of many-body Green’s function methods (GW
approximation and the Bethe-Salpeter equation) to examine excited-state properties of transition
metal and transition-metal-oxide clusters.

* The prediction of excited-state properties of free-standing and dye-sensitized titania
nanocrystals. For free-standing passivated nanocrystals, we ex