CTC Adaptively
lournal of Chemical Theory and Co
l Compressed

NuiRouE  Exchange

A\
..’ -5
W)t Nanoscale

'f',‘ v i

L
"

Computational and
Theoretical Chemistry Pl
Meeting
Marriott Washingtonian
Gaithersburg Maryland

15-18 May 2016

s
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This abstract booklet provides a record of the U.S. Department of Energy second annual
Pl meeting in Computational and Theoretical Chemistry [CTC]. This meeting is sponsored by the
Chemical Sciences, Geosciences and Biosciences Division of the Office of Basic Energy Sciences
and includes invited speakers and participants from BES predictive theory and modeling
centers, Energy-Frontier Research Centers, and SciDAC efforts.

The objective of this meeting is to provide an interactive environment in which
researchers with common interests will present and exchange information about their
activities, will build collaborations among research groups with mutually complementary
expertise, will identify needs of the research community, and will focus on opportunities for
future research directions.

In recognition of the 30" anniversary of the Car-Parrinello method, the agenda starts
with an invited talk by Professor Roberto Car who will describe SciDAC-supported successes
associated with ab initio molecular dynamical simulations for applications to water.

Also featured is a briefing by Professor Theresa Windus on a recent community-
generated report on challenges associated with transitioning to the exa-scale computing era. In
addition to many talks, there will be a poster session on Monday evening. There should be
ample time during the evenings for detailed follow-up discussions and the meeting room is
available during this time for informal breakout sessions.

We thank all of the researchers whose dedication and innovation have enhanced
the goals of Basic Energy Sciences and made this meeting possible and, we hope, productive.
We look forward to seeing this community build upon your successes and look forward to the
next joint meeting.

We thank Diane Marceau of the Chemical Sciences, Geosciences and Biosciences
Division and Connie Lansdon of the Oak Ridge Institute for Science and Education for their
important contribution to the technical and logistical features of this meeting.

Warmest regards and best of luck to all from the Fundamental Interactions Team!
Mark Pederson, Gregory Fiechtner, Wade Sisk, and Jeff Krause

15-May 2016
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SHORT AGENDA 2016 CTC Pl Meeting

Registration

15 May 7:30PM

Dinners at nearby restaurants

16 May 7:00 Breakfast
16 May 8:00 Welcome Mark Pederson
CHAIR: Thanos Panagiotopoulos

16 May 8:15 Water: A case study in Ab Initio Simulations Roberto Car

16 May 9:00 Liquids, Electrolytes and Polarization Shawn Kathmann, Christine
Isborn,
Margaret Cheung

16 May 10:00 Coffee

CHAIR: So Hirata

16 May 10:30 New Techniques in Electronic Structure Dominika Zgid, Francesco
Evangelista, Filipp Furche

16 May 12:00 Working Lunch

CHAIR: Jianwei Sun

16 May 13:30 Beyond Density Functional Theory Adrienn Ruzsinszky, Neepa Maitra,
Lin Lin

16 May 15:00 Coffee

CHAIR: Chris Cramer
16 May 15:30 Challenges for the Exascale Era Theresa Windus
CHAIR: Eric Neuscamman

16 May 16:15 QMC Richard Dawes, Shiwei Zhang

16 May 17:15 CHAIR: Sapna Sarupria and John Pask | 90 second poster introductions

16 May 18:10 DINNER AT MEETING HOTEL

16 May 20:00- POSTER SESSION Margaret Cheung [12], Barry

22:00 Chaired by Sapna Sarupria and John Pask Dunietz[15], Chris Cramer[3],

Your poster may be 4ft wide [horizontal] by 4ft tall
[vertical]. Push pins will be available. You may ship
your poster may be sent directly to:

CTC PI MEETING
Gaithersburg Marriott Washingtonian Center
9751 Washingtonian Boulevard
Gaithersburg, MD 20878-5359

Marivi Fernandez-Serra[8], Laura
Gagliardi[17], Koblar Jackson[13],
Tom Henderson[9], Anna
Krylov[7], Tom Miller[6], Eric
Neuscamman[18], Anders
Niklasson[10], John Pask[16],
Sapna Sarupria[4], Greg
Schenter[5], Kevin Shuford[1], llja
Siepmann[2], Sotiris Xantheas[20],
David Yarkony[11], Kuang Yu [19],
Rajendra Zope[14]

17 May 7:00

Breakfast




CHAIR: James Evans

17 May 8:30 Reactions on Surfaces Jeff Greeley, Abdelkader Kara,
Christine Aikens
10AM Coffee
CHAIR: llja Siepmann
17 May 10:30 Field Driven Interactions with Matter Serdar Ogut, James Lewis
17 May Noon Lunch
CHAIR: Henry Schaefer
17 May 1:30 Computational Chemistry Steven Klippenstein, Piotr Piecuch,
Toru Shiozaki
17 May 3:00 Coffee
CHAIR: Laura Gagliardi
17 May 3:30 Porous Frameworks Jordan Schmidt, Karl Johnson,

Francesco Paesani

17 May Evening

DINNER OUT ON YOUR OWN

18 May 7:00 Continental Breakfast
CHAIR: Anna Krylov
18 May 8:30 Spin, Spin-Orbit, and Magnetism in Molecular Xiaosong Li, Juan Peralta,
Systems Shiv Khanna
18 May 10:00 Coffee
CHAIR: George Schatz
18 May 10:30 Excitonics and Charge Transfer Michael Galperin, John Herbert,

Alan Aspuru-Guzik

18 May noon

Closing Remarks

Mark Pederson




Water: a case study in ab-initio simulations

Roberto Car,
Princeton University, Princeton, New Jersey 08544, USA

The unusual properties of water, including the thermodynamic anomalies of the liquid,
the existence of distinct amorphous ice forms, and the abnormal mobilities of the water
ions, derive from the tetrahedral network of hydrogen bonds that hold the molecules
together in condensed phase. This network of bonds facilitates chemical reactions in
solution as exemplified in the graphics below illustrating the special role that water plays
in chemistry.
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Ab-initio molecular dynamics simulations highlight the interplay of molecular dynamics
and electronic structure and can provide, in principle, a unified picture of all these
phenomena. However, severe difficulties have challenged the achievement of this goal
and the predictive power of the approach when applied to water. These difficulties
include limitations of density functional theory approximations, importance of quantum
effects in the nuclear dynamics, as well as sampling limitations and computational cost.
In this talk I will review recent progress to overcome these limitations and discuss future
directions in this research. Connections of theory, simulation, and experiment will be
stressed.

Grant No. DE-SC0008626 "*Advanced modeling of ions in solutions, on surfaces, and
in biological environments"*

Publications acknowledging this grant in the last 4 years:

1. M. A. Blood-Forsythe, T. Markovich, R. A. DiStasio Jr., R. Car, and A. Aspuru-Guzik:
Analytical nuclear gradients for the range-separated many-body dispersion model of noncovalent
interactions, Chem. Sci. DOI: 10.1039/C5SC03234B (2016)

2. W. Hu, L. Lin, C. Yang, J. Dai, J. Yang: Edge-modified phosphorene nanoflake
heterojunctions as highly efficient solar cells, Nano Lett. 16, 1675 (2016)

3. J. Sun, B.K. Clark, S. Torquato, R. Car: The phase diagram of high-pressure superionic ice,
Nature Comm. 6, 8156 (2015)

4. B. Santra, R. A. DiStasio, F. Martelli, and R. Car: Local structure analysis in ab-initio liquid
water, Mol. Phys. 113, 2829 (2015)



5. N. Ferri, R. A. DiStasio Jr., A. Ambrosetti, R. Car, and A. Tkatchenko: Electronic properties
of molecules and surfaces with a self-consistent interatomic van der Waals density functional,
Phys. Rev. Lett. 114, 176802 (2015)

6. A. Bankura, V. Carnevale, M. L. Klein: Hydration structure of Na" and K* from ab-initio
molecular dynamics based on modern density functional theory, Mol. Phys., doi:
10.1080/00268976.2014.905721 (2015)

7. J. C. Palmer, F. Martelli, Y. Liu, R. Car, A.Z. Panagiotopoulos, P.G. Debenedetti: Metastable
liquid-liquid transition in a molecular model of water, Nature 510, 385 (2014)

8. R. A. DiStasio, Jr., B. Santra, Z. Li, X. Wu, and R. Car: The individual and collective effects
of exact exchange and dispersion interactions on the ab-initio structure of liquid water, J. Chem.
Phys. 141, 084502 (2014)

9. A. Samanta, M. Tuckerman, T-Q. Yu and W. E: The microscopic mechanism of equilibrium
melting of a solid, Science 346, 729 (2014)

10. L. Lin, A. Garcia, G. Huhs, and C. Yang: SIESTA-PEXSI: Massively parallel method for
efficient and accurate ab-initio materials simulation without matrix diagonalization, J. Phys.
Condens. Matter 26, 305503 (2014)

11. W. Hu, L. Lin, C. Yang, and J. Yang: Electronic structure of large scale graphene nanoflakes,
J. Chem. Phys. 141, 214704 (2014)

12. J. C. Palmer, R. Car, P. G. Debenedetti: The liquid-liquid transition in supercooled ST2
water: a comparison between umbrella sampling and well-tempered metadynamics, Faraday
Discuss. 167, 77 (2013)

13. L. Lin, M. Chen, C. Yang, and L. He: Accelerating atomic orbital-based electronic structure
calculation via pole expansion and selected inversion, J. Phys. Condens. Matter 25, 295501
(2013)

14. B. Santra, J. Klimes, A. Tkatchenko, D. Alfe, B. Slater, A. Michaelides, R. Car, M. Scheffler:
On the accuracy of van der Waals inclusive density-functional theory exchange-correlation
functionals for ice at ambient and high pressure, J. Chem. Phys. 139, 154702 (2013)

15. C. Swartz and X. Wu: Ab initio studies of ionization potentials of hydrated hydroxide and
hydronium, Phys. Rev. Lett. 111, 087801 (2013)

16. A. Bankura, V. Carnevale, M. L. Klein: Hydration structure of salt solutions from ab-initio
molecular dynamics, J. Chem. Phys. 138, 014501 (2013)

17. L. Kong, X. Wu, and R. Car: Roles of quantum nuclei and inhomogeneous screening in the
X-ray absorption spectra of water and ice, Phys. Rev. B 86, 134203 (2012)



Nucleation Chemical Physics

Shawn M. Kathmann
Physical Sciences Division
Pacific Northwest National Laboratory
902 Battelle Blvd.

Mail Stop K1-83
Richland, WA 99352
shawn.kathmann@pnl.gov

Program Scope

The objective of this work is to develop an understanding of the chemical physics governing
nucleation. The thermodynamics and kinetics of the embryos of the nucleating phase are important
because they have a strong dependence on size, shape and composition and differ significantly from bulk
or isolated molecules. The technological need in these areas is to control chemical transformations to
produce specific atomic or molecular products without generating undesired byproducts, or nanoparticles
with specific properties. Computing reaction barriers and understanding condensed phase mechanisms is
much more complicated than those in the gas phase because the reactants are surrounded by solvent
molecules and the configurations, energy flow, quantum and classical responses to internal and external
electric fields and voltages, and ground and excited state electronic structure of the entire statistical
assembly must be considered.

Recent Progress and Future Directions

Charge and Field Fluctuations in Aqueous NaCl

The observations of luminescence during crystallization as well as electric field induced crystallization
suggest that the process of crystallization may not be purely classical but also involves an essential
electronic structure component. Strong electric field fluctuations may play an important role in this
process by providing the necessary driving force for the observed electronic structure changes.

Figure 1. Potential energy curves for the NaCl dimer in vacuum without (left-diabats) and with (right-adiabats) an
external electric field of 0.5 V/A pointing from Na* toward CI- (top). The influence of the electric field moves the
zero field avoided crossing from 9 to 4 A, and the first excited singlet and triplet states become stabilized by about
30 kcal/mol relative to the ground singlet state minimum.
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Here we provide an initial benchmark
analysis to understand the influence of
electric fields on ground and excited
electronic states of the NaCl dimer
(see Figure 1). Our high-level
electronic structure calculations using
MOLPRO (MRClI/aug-cc-pvtz) on the
NacCl dimer show that an electric field
of 0.5 V/A can dramatically alter the
electronic states available to the
system. As a consistency check we
computed the ensemble averaged
classical electric field distributions
inside aqueous electrolytes and
discovered that the fields on the Na*
and Cl" ions are extremely large
(~1V/A) and thus may alter the
ground and excited electronic states in

the condensed phase. The importance Figure 2. Quantum (top) versus classical (bottom) voltage

of electric field fluctuations driving Lsosurfaces (¢) for the Ih, prism, gnd cage isomers of the water

. examer, where the red and green isosurfaces are at +1.36V and -
glectron transfer ha§ been a toplc. of 1.36V, respectively. The nuclear configurations are exactly the
intense research since the seminal g6 for consistency. The quantum voltages are from HF/6-
work of Marcus. The main objective  31++G** level of theory and basis set and the classical voltages are
of this work is to provide basic due to the SPC/E point charges.
understanding of the fluctuations in
charge, electric potentials, and electric fields, both classically and quantum mechanically, for
concentrated aqueous NaCl electrolytes. For example, using various isomers of (H,O)s as a prototypical
system, one can readily see the differences between quantum and classical voltage distributions shown in
Figure 2. Our published calculations and analyses provide the first steps toward understanding the
magnitude and fluctuations of charge, classical point charge sources of electric potentials and fields in
aqueous electrolytes and what role these fields may play in driving charge redistribution/transfer during
crystallization as well as inducing crystal formation itself.

Quantum Voltages and Valence Electrons

Voltages and fields inside matter are relevant to crystallization,
materials science, biology, catalysis, and aqueous chemistry. The
variation of voltages in matter can be measured by electron
holography. Complimentary, using modern supercomputers and a
sufficiently accurate level of theory allow the prediction of quantum
voltages with spatial resolutions of bulk systems well beyond what
can be currently measured. Of particular interest is Bethe’s Mean
Inner Potential (V,) — the spatial average of these quantum voltages
referenced to the vacuum. We have established a protocol to reliably
evaluate V, from quantum calculations. Voltages are very sensitive to
the distribution of electrons and provide metrics to understand
interactions in condensed phases (see Fig. 3). We find excellent
agreement with measurements of V, for vitrified water (expt =
+3.5+1.2V, theory = +3.84£0.2V) anq salt crystals (expt = +8.§i1 .'3V, come together to form liquids and
theory = +7.9+0.2V). The changes in V, upon bond formation in a ¢ jids their electrons redistribute
H>0 molecule reveal a far-field picture where an increase in electron  apd this is reflected in the voltage
density results in a decrease in voltage due to better screening of the  distributions.

Figure 3. As atoms and molecules



nuclear cores. We found that, in contrast to the positive definite voltages of isolated atoms, once the
electrons are allowed to transfer and redistribute to form bonds, lone pairs of electrons, and ions such that
about 40% of the total volume of the bulk electrolyte contains negative voltages.

Vibrational Spectroscopy and Electric Fields

Molecular vibrational modes are an effective measure of electric fields and the fluctuations of the
surrounding structure. The influence of electric fields on the vibrational response of molecules has a long
history and is relevant to many chemical processes in condensed phases and their interfaces. The central
concept is the use of a particular vibrational mode as a kind of antenna or probe capable of sensing the
effective electric field fluctuations due to its surrounding environment. Early work in this area employed
continuum descriptions of electrostatics while more recent work utilized electric fields arising from
classical point charges. Here we report on recent work where we collaborated in a joint experimental-
theoretical study to understand the influence of electric fields on the vibrational response of molecules in
the Cs*(H20)s = CsW6 cluster. This work stands as distinct from previous studies in that we are
approaching the electric field coupling to vibrational shifts from an ab initio perspective yielding more
“exact” electric field strengths in the absolute sense as there is much uncertainty in these fields from
continuum, point charges, or polarizable sources. Specifically, the electric fields on the Hydrogen atom
sites are calculated as those arising from the quantum mechanical charge densities of all the other atoms
in the system excluding only those atoms with the water molecule for which the field is being evaluated.
These electric fields are then projected onto the OH bond vectors corresponding to each vibrational
antenna. It is in this sense that these fields must be considered as effective electric fields arising from the
surrounding atoms as this construction formally neglects the electric fields arising from the atoms within
the molecule for which the field is being probed as well as the response of the surrounding environment to
this probe’s charge distribution.

Using this approach we are able to make spectral assignments as presented in Figure 2, noting that
the electric field-to-frequency mapping spectrum (blue curve), using a frequency map that is quadratic in
the projected field strength, provides a description of the experimental vibrational spectra (red curve). It is
important to note that the electric fields are very sensitive to the bonding structural patterns and hence
provide good order parameters for specific cluster configurations. Our projected electric field analysis
recovers the anharmonic vibrational shifts in excellent agreement with experiment and provides
compelling evidence of the utility of ab initio field vibrational and structural order parameters.

Figure 4. (Left) Structure of CsW6. (Right) Experimental IR spectra (red) and the quadratic field-to-frequency
mapping (blue) for the CsW6 cluster. The black sticks denote the 6 doublet electric fields corresponding to the
Hydrogen atom indices shown on the left.

Direct PNNL collaborators on this project include M. Valiev, G.K. Schenter, C.J. Mundy, X. Wang, J.



Fulton, L. Dang, and M. Baer and Postdoctoral Fellow Bernhard Sellner. Outside collaborations with the
University College London include Stephen Cox and Angelos Michaelides on heterogeneous ice
nucleation (Chemistry), Jake Stinson and Ian Ford on sulfuric acid-water nucleation as well as Mark
Johnson at Yale on connections between electric fields and vibrational spectroscopy have been mutually
beneficial.

Acknowledgement: This research was performed in part using the DOE NERSC facility. Battelle operates
PNNL for DOE.

Publications of DOE Sponsored Research (2013-present)

Communication — H. Wen, G.L. Hou, S.M. Kathmann, M. Valiev, and X.B. Wang, “Solute anisotropy
effects in hydrated anion and neutral clusters”, Journal of Chemical Physics, 138, 031101 (2013).

S.J. Cox, Z. Raza, S.M. Kathmann, B. Slater, and A. Michaelides, “The Microscopic Features of
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Crystals”, Faraday Discussions, in press (2013).
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(2014).
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DEVELOPMENT OF APPROACHES TO MODEL EXCITED STATE
CHARGE AND ENERGY TRANSFER IN SOLUTION

Christine Isborn® (P1), Aurora Clark?, Thomas Markland®
1. University of California Merced, Email: cisborn@ucmerced.edu
2. Washington State University, Email: auclark@wsu.edu
3. Stanford University, Email: tmarkland@stanford.edu

The development of next generation energy conversion and catalytic systems requires a
fundamental understanding of the interplay between photo-excitation and the resulting proton and
electron transfer processes that occur in solution. To address these challenges requires accurate
and efficient methods to compute ground and excited states, as well as the ability to treat the
dynamics of electrons, protons, and electronic energy transfer in the presence of solvent
fluctuations occurring over a range of time-scales. This work will develop accurate and efficient
theoretical models for solution phase reactions. These developments will be used to create a
highly scalable computational approach that allows for the accurate computation of electronic
ground and excited states, and treats the dynamics of electrons and protons in the presence of
solvent. These techniques will provide an improved understanding of photo-initiated excitations,
electron transfer, and proton coupled electron transfer processes, and will also elucidate the key
role that hydrogen bonding plays in tuning the energetics, selectivity, and rate of electron, proton,
and energy transfer in solution.

In the past half year while funded by this grant, our team has made progress in
understanding errors in modeling charge transfer via electron dynamics,* applying our newly
introduced generalized quantum master equation approach to charge transfer in atomistic
systems,? speeding up ab initio molecular dynamics with nuclear quantum effects (NQES) via ring
polymer contraction,® determining an accurate density functional theory method for ionization in
solution,” and developing network theory for creating a general approach for understanding the
structural and dynamic properties of liquids and solutions.” These advances in modeling and
understanding solution phase reactivity can be broadly divided into three areas that we address in
more detail below: electronic structure, dynamics, and analysis.

We investigated the effects of system size on the accuracy of density-functional ionization
potentials and found that as the system size increases, delocalization error due to lack of exact
exchange introduces a systematic underestimation of the ionization potential (IP). The problem
with the electron density and the resulting underestimation of the IP is clearly seen when
considering a series of isolated molecules (Figure 1). We find that including explicit solvent in
the calculation can exacerbate the size-dependent delocalization error by extending the size of the
guantum mechanical region. Difference densities show that instead of the electron being removed
from a single solute molecule, DFT with local exchange (BLYP) removes some electron density
from many molecules; using exact nonlocal exchange (M06-HF) fixes the error. The amount of
exact exchange needed to make the computed IP size intensive agrees with optimally tuning long-
range corrected hybrid functionals. However, this is not the case when using a polarizable
continuum model, which tends to over-polarize the electron density, and also leads to a very
small optimal tuning value.

Figure 1. The BLYP and M06-HF density
differences for the neutral and cation

L MIGHE systems of five identical ethene molecules
@ @ @ @ @ PCM \’ $ $ $ separated by 10 A. Density differences are
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@ g) @ @ @ MM solvent 3 : \’ H s polarizable continuum model (PCM), all
molecular mechanical (MM) point charge
& P @ | & OMMM -;."‘ . \-" . g€ rasin solvent, and a combination of quantum
' <] & O YOS . * &9 “ 3+ mechanical (QM) and MM solvent
) ® Y 5 & i = s molecules, with the twenty-five solvent

molecules closest to a solute being treated
as QM and the remaining sphere of waters
treated as MM.



Our research team has also made
progress in treating the dynamics of
electrons and nuclei. We are currently
working to understand the limits of the
adiabatic approximation of time-dependent
density functional theory (TDDFT) in
treating charge transfer. We have also
recently demonstrated that our MF-GQME
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Charge transfer rate (psq)
o

O Direct Ehrenfest approach, which combines semiclassical
0.01 S MoahE theory with quantum master equations to

yield an approach that is much more
efficient than using either approach alone, is
oo 04 1 able to accurately obtain electron transfer
Electronic coupling (kcal/mol) rates for a wide range of electronic
Figure 2. Charge transfer rate as a function of electronic coupling couplings in atomistic environments (see
for electron transfer in atomistic solvent (water) shows the accuracy  Figure 2). This work shows that the benefits
T s e Of combining semiclassical and_quantum
these regimes. master equation theory holds beyond linear
system-bath  coupling and  harmonic
environments. This improvement in accuracy is accompanied by computational speed-ups of up
to 3 orders of magnitude over a direct application of Ehrenfest theory in regimes of low electronic
coupling (nonadiabatic regimes). In addition, we have also shown how our ring polymer
contraction (RPC) approach can be extended to ab initio molecular dynamics simulations (Al-
RPC). AI-RPC converges imaginary time path integral simulations, which exactly include NQEs
of the static equilibrium properties on the nuclei and provide the basis for the CMD and RPMD
approximations to quantum dynamics, at a cost over 35 lower than was previously possible.
Indeed, including NQEs using this approach adds negligible computational cost over treating the
nuclei classically. This acceleration allows us to perform ab initio path integral simulations for
100’s of picoseconds which can be analyzed using

network theory. e 4 Vvél- Wié
Initial intermolecular network theory analysis has

focused upon quantifying the differences in structural & S -
organization and dynamics for liquid water using ab . - -c"? - %
initio classical, ab initio RPMD, empirical potential ) j d
classical trajectories, and empirical potential RPMD .,

trajectories. As it pertains to proton transfer and proton [ \', \-
coupled electron transfer, we are particularly interested Clse2 ". Y. L%
short timescale dynamics, including changes in the » & &

observed librational motion (Type A in Figure 3), versus

rotational motion, which can classified into two major  gigure 3. i11ustration of the three major classes of
classes based upon the extent of rotation and the relative  motion of interest to the short time dynamics of
energies of the hydrogen bond immediately preceding proton transfer and proton coupled electron transfer.
bond breakage.

As a natural extension of this work, we are using excited state electronic structure
(TDDFT), classical and quantum dynamics, and network analysis to better understand the role of
guantum nuclei in excited state absorption processes. For neutral and charged molecules in
aqueous solution, we are performing both classical and RP dynamics in which the nuclei are
treated quantum mechanically. Using snapshots from both sets of dynamics, we are comparing
the resulting TDDFT absorption spectra and analyzing how the sampled configurations differ for
the classical and quantum ensembles, leading to differences in spectral width and shape.
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Molecular Dynamics Simulation on a Light-Harvesting Molecular Triad in Explicit
Tetrahydrofuran Solvent Using Polarizable Force Fields

Margaret S. Cheung
University of Houston, Department of Physics, Houston, Texas 77204, United States

Abstract

A light harvesting molecular triad is —— i R
50 ————— T ———
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a synthetic molecule with covalent bonding
between pyrolle-fullerene (Cep), diaryl-
porphyrin (P), and carotenoid polyene (C)
components. It is a donor-acceptor
supramolecule that absorbs incident light in
the visible region[l]. Charge separation
upon electron excitation generates a giant
dipole moment of ~150 Debye with a
lifetime of ~300 ns[2]. However, its 2 I il
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its use for real-world applications. The long-
term goal of our research is to understand
the relation between the distribution of the

Figure 1. 2-D probability contour plots as a function of
end-to-end distance and pseudo-dihedral angle of
molecular triad for (left) non-polarizable force fields

conformations of molecular triad that | (NFF) and (right) polarizable force field (PFF).

depends on solvent and its overall efficiency in charge transfer.

Our group employed molecular dynamics simulations with non-polarizable force fields showed
the structural stability of the triad for the ground and excited states [3-5]. Although the simulations with
non-polarizable force fields describe the thermodynamics and structural properties of the triad well, they
lack the effect of induced polarization that is critical to the charge transfer properties of organic
photovoltaic (OPV) materials. This past year, we parameterized the polarizable force fields[6] for the
individual component of the molecular triad as well as the THF solvent by matching their ensemble
properties from simulations against the experimental measurements. We employed the Replica
Exchange Molecular Dynamics simulations (REMD) to enhance the sampling of this very large system.
We plotted the 2-D distribution plot with the end-to-end distance and the pseudo-dihedral angle of a
molecular triad in Fig 1. The distribution of the triad from the simulations using the polarizable force
fields is noticeably sharper than the non-polarizable ones. After the structural analysis, we found that
the induced polarization stabilizes the rotational isomerization of the polyene chain that gives a sharp
peak in Figl.

Our next step is to develop the polarizable models for the excited states that dictate the efficiency
or pathways of charge transfer in collaboration with Profs Barry Dunietz and Eitan Geva. The effect of
the induced polarization and solvent chemical structure on the triad conformational landscape will be
studied in details. The size of our simulations is exceptionally large that takes extraordinarily long time
to converge. In order to expedite the simulation, we plan to compile the AMBER12 program with
OpenACC to tap into the newly installed accelerators on the high performing computers from NERSC.
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Systematically improvable methods for correlated electron systems
Dominika Zgid
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The main research goal of my group is the design of ab-initio computational methods able to tackle difficult
strongly correlated systems in which the motion of a single electron depends crucially on the motion of all
the other electrons. Battery materials, oxide perovskites containing d-electrons, catalysis on metal oxide
surfaces, and molecular magnets are examples of strongly correlated compounds that are important for the
DOE mission. Most ab-initio quantum chemistry methods are too expensive for these materials, while most
common materials science methods are not yet able to achieve truly predictive accuracy. Methods used in
condensed matter physics are able to describe model systems but do not yield the high enough accuracy
necessary to describe the intricate nature of electronic correlations in realistic systems.

E— My group has proposed a self-energy embedding
I CASSCF(6e,60) 1 theory (SEET) that can be understood as an
— NEVPT2(6e,60) _- | embedding framework in which strongly
- - GF2 e correlated electrons are “immersed” into a
"7 SEET(FCUGF2)l(ze 20)+(de.40) 77 correlated field coming from all other electrons
present in the system. We calibrated SEET on
model systems against CT-QMC, one of the most
accurate methods in condensed matter physics,
and obtained very accurate results confirming that
SEET can describe well both strongly and weakly
correlated regimes'. Subsequently, we have
15 20 25 30 35 calibrated SEET on a series of small molecular
_ _ RIN-H) [a.u] _ systems?, see Fig. 1, showing that our method was
Fig. 1. Potential energy curve of NH; with 6-31G basis. able to work as well as the best quantum
chemistry methods but did not require large memory storage and was avoiding divergencies typically
present in CASPT2 and NEVPT2.
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0700 ‘ ‘ ‘ The other main direction, we pursue in my group,
aims to create black-box post DFT methods that
describe all electrons on equal footing and are

— e suitable for describing semiconductors. While
o o3l semiconductors can currently be well described at
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— GF2, solution 2 |
- the DFT level, this description is usually not
i 09 7 sufficient once layered or doped systems are
| considered. To tackle this area, we have introduced

-

a self-consistent second order Green’s function
theory (GF2). Initially, to provide a series of
1 benchmarks validating GF2, we applied it to

| | | | | | | | molecular systems, showing that in the limit of a
-1100 S 200 600 s vanishing band gap this method avoids

. RA . : divergencies®®. This was an unexpected result
Fig. 2. 1D hydrogen crystal: electronic energies per unit cell ' '

for Hartree-Fock (RHF), 2nd-order Moller-Plesset d€fying a common belief that such divergencies
perturbation theory (MP2), and two GF2 solutions. ought to happen in a simple perturbation theory.
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In 2015, we generalized GF2 to solids’, see Fig. 2, resulting in the first application of fully self-consistent
Green’s function method to an extended system with a full quantum chemistry Hamiltonian. The only other
extended system that was studied by a fully self-consistent Green’s function method was a model system,
the electron gas. In this work, we were able to show that GF2, due to its self-consistent formulation, can
describe metallic, insulating, and Mott phases, see Fig. 3. Perturbative Green’s function approaches such as
GF2 are interesting for two reasons. Firstly, few of them were investigated before and the best choice of
correlated equations that balance the computational cost and accuracy for realistic solids still remains
relatively unknown. Secondly, these approaches such as random phase approximation (RPA) are one of the
higher rungs in the ladder of DFT functionals and are of interest to the DFT community.

The Green’s function language is very suitable for obtaining experimentally relevant observables such as the
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Fig. 3. 1D hydrogen crystal: Spectral functions for GF2 solutions 2 for two kinds of metallic phases R=0.75 and 1.75 A
and a Mott solution for R=4.0 A interatomic separation.

density of states in solid state experiments. Currently, we are working on a new direction to use Green’s
functions in order to obtain thermodynamic quantities such as the electronic Gibbs energies and entropies
critical for accessing the phase stability in solids. Moreover, we are implementing a code that evaluates
partition function and temperature dependent susceptibility at the ab-initio GF2 and SEET level. We are
planning to use these developments to investigate molecular systems undergoing a spin-crossover.

In my group, we recognize that, at present, Green’s function methods when implemented deterministically,
are too expensive to describe complicated solids, despite many conceptual advances introduced by us. This
is why we worked on representing Green’s functions for realistic systems in a compact manner>® making
such approaches suitable to be used with large orbital spaces. Moreover, we recognize that due to the
changing computational paradigm and availability of thousands processors with little memory, it is
advantageous to use stochastic methods to express Green’s functions. Currently, we are collaborating with
Daniel Neuhauser from UCLA on a stochastic GF2 approach. Using these stochastic Green’s function
methods several thousands of orbitals can be treated when using parallel computers.

This year, we also plan to use SEET for a simple solid, first described in a deterministic manner, to deliver a
series of correlated benchmarks for such a system. Here, a series of local correlation approaches will need to
be investigated to localize orbitals near the gap that govern the chemistry of solids. To further pursue the
work on the stochastic front, my group will work on attaching the stochastic GF2 to the SEET framework.
These developments, when successful, have the potential of resulting in two methods: SEET and the
stochastic GF2. They are systematically improvable, predictive, massively parallel and yielding the much
sought after quantitative accuracy for strongly correlated molecules and solids.
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Abstract

In this talk I will describe our efforts to develop numerically robust and systematically improvable
electronic structure theories for strongly correlated electrons. Our focus is on novel many-body theories
inspired by flow renormalization group methods. 1 will introduce the driven similarity renormalization
group (DSRG), and discuss a multireference generalization of this method applicable to strongly
correlated electrons. Within this context, I will consider the structure of a perturbative approximation of
the DSRG equations and its generalization to non-perturbative (that is, coupled cluster-like) truncation
schemes. In the last part of this talk, I will present preliminary applications of the multireference DSRG
to study ground state potential energy surfaces and electronic excited states.

Recent progress

We have recently examined the similarity 2 2 Tt — 7
renormalization group (SRG) of Gtazek H - U(S)HU (S) = Hpsra (S)

and Wilson' and Wegner” in the context of -\ — \ Decoupling
quantum chemistry. In essence, the SRG 31 of states with
is an approach to diagonalized operators o — — Eirf]'fzr%ﬁce
using a series of infinitesimal w AE > s-1/2
transformations. Recently, the PI has

. . 0 S
reformulated the SRG into a practical Hamiltonian DSRG Hamiltonian

quantum chemistry approach, the driven

SRG (DSRG)_3 As illustrated in Fig. 1,in  Fig. 1. Transformation of the Hamiltonian in the DSRG as a
the DSRG approach the Hamiltonian is function of the flow parameter s.

diagonalized by a continuous unitary

operator which is a function of a flow parameter (s). As s goes from 0 to %, the DSRG transformation
produces a controlled downfolding of many-body interactions by decoupling high-energy processes
from low-energy ones. This feature allows the reduction of a full many-body Hamiltonian with strongly
and weakly interacting electrons to a compact effective Hamiltonian that describes a set of strongly
interacting electrons with modified many-body interactions. The DSRG transformation is also a
renormalization of the Hamiltonian, that is, as the flow parameter s goes from zero to infinity, the
off-diagonal elements of the Hamiltonian are progressively zeroed, with a rate that depends on the
corresponding energy denominators. This unique feature makes the DSRG robust against numerical
instabilities that afflict perturbative and nonperturbative multireference approaches.

Our initial work on the DSRG led to the implementation of a single-reference version of the DSRG
truncated to one- and two-body operators [SR-DSRG(2)].> More recently, we showed how to generalize
the DSRG to the case of a complete active space reference wave function.* We reported the



implementation of a second-order perturbative approximation to the multireference DSRG
(DSRG-MRPT?2) and applied it successfully to a series of benchmarks systems (HF, N,, and para-
benzyne).

Future plans

Derive and implement a nonperturbative version of the multireference DSRG that aims at
achieving the accuracy of the CCSD(T) method, the “gold standard” of single-reference quantum
chemistry.

Implement multistate and equation-of-motion MR-DSRG excited state methods for near-
degenerate ground and electronic excited states.

Treat large active spaces via a combination of the MR-DSRG with the Density Matrix
Renormalization Group (DMRQG).

Create a low-scaling Laplace-transformed atomic orbital-based implementation of the
DSRG-MRPT?2 for systems with hundreds of atoms.
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Does Response Theory Work for Non-Adiabatic Molecular Dynamics?
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Abstract

Non-adiabatic processes are critical for the lifetime and fate of electronically excited states in molecules,
materials, and light-emitting devices. Non-adiabatic transitions between Born-Oppenheimer potential en-
ergy surfaces underly exciton annihilation, blinking, luminescence quenching, and other decay processes
turning radiative energy into heat.

In the past 3.5 years, we established hybrid time-dependent density functional theory (TDDFT) in combi-
nation with Tully’s fewest switching surface hopping algorithm as a workhorse for non-adiabatic molec-
ular dynamics (NAMD) simulations of light-driven processes [1]. We extended SH-TDDFT to tackle
homolytic bond breaking, developed non-orthonormal Krylov space methods to speed up hybrid TDDFT
(currently under review), made our methods available in Turbomole [2], and applied them to photoinduced
cycloreversion [1], transition metal dyes [3], and photoreactive rare-earth complexes [4, 5].

Derivative couplings between excited Born-Oppenheimer states are a key ingredient for NAMD simu-
lations. We used cubic response theory from the ground state to derive analytical expressions for these
couplings [6]. However, these couplings exhibit unphysical divergences whenever the energy difference
between the two states, €2,,,,,, matches any other excitation energy from the ground state. We have recently
observed that these divergences are not limited to TDDFT, but also appear in correlated wavefunction
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Figure 1: The transition dipole moment between the first two excited states, 112, of CHD diverges when
the energy difference €257 = {2, — {2; matches the excitation energy 2;. RI-CC2 stands for approximate
coupled cluster singles doubles response theory (CC2) using resolution-of-the-identity (RI).



methods such as coupled cluster or multi-configurational self-consistent
field response theory, and also affect other properties such as transition
dipole moments, see Fig. 1. The divergences lead to unphysically strong
coupling between states for certain molecular structures and thus incor-
rect NAMD.

While these divergences can be empirically corrected, they raise fun-
damental questions about the validity of higher-order response theory
for an approximate ground state. We are currently investigating several
strategies to formulate reliable state-to-state properties either through
improving or obviating the quadratic response function. We are also
studying the effect of this incorrect pole structure on other non-linear re-
sponse properties such as hyperpolarizabilities and two-photon absorp-
tion.

Our progress in method development has recently enabled us to apply
SH-TDDFT to photocatalytic water splitting of water by TiO, nanoclus-
ters. Non-adiabatic processes in TiO5 based photocatalysts lead to exci-
ton annihilation and electronically excited trap-states which inhibit the
reactivity. While these processes have been studied spectroscopically,
a mechanism of the non-radiative decay and the nature of the localized
trap states are poorly understood. We are currently investigating how
particle size and shape affects the non-adiabatic dynamics of photoex-
cited TiO, clusters. Photoinduced heterolytic water splitting is observed
in a 36-atom model cluster, see Fig. 2, but the quantum yield is relatively
low. In the remaining time of the project, we plan to include solvation
effects and validate our models by comparison to experimental results.
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Scope of the work

In this work we test the performance of the fully nonlocal random phase approximation (RPA) for
challenging problems in materials chemistry and physics. Direct RPA includes the full exact exchange
energy and a nonlocal correlation energy with an approximate but universal description of long-range van
der Waals attraction. RPA still cannot be a benchmark electronic structure method without a correction
for its short-range correlation energy which is too deep. The short-range error of RPA can be corrected by
a spatially nonlocal, exchange-only kernel. Such kernels could be a more reliable and “intrinsic”
approximation to capture accurate ground-state energy differences than the expensive SOSEX and other
beyond-RPA corrections.

Recent progress:

Transition Pressures from RPA and kernel-corrected RPA:

(@) R. G. Hennig et al. Phys. Rev. B, 82, 014101 (2010)

Phase transition pressures of materials can be difficult to describe with semi-local DFT. Previous works
have shown that the RPA is more accurate than most semilocal approximations for the insulator-metal
transition of Silicon diamond to beta-tin. RPA’s accuracy is difficult to benchmark, however, as reported
DMC results predict a slightly larger transition pressure and energy difference between phases. We find
that addition of a kernel correction to RPA reduces the energy difference between phases as well as the
transition pressure. Within this project we tested the renormalized PBE kernel (rAPBE) as a correction to
RPA to various semiconducting/metallic systems. In order to reduce the computational cost of the kernel
correction we tested first order RPA renormalization (RPArl) and find that RPAr1 reproduces the energy
difference of the traditional ACFD approach by about 20 meV for the rAPBE kernel. The GPAW code
was used to compute the RPA and rAPBE results.

Graphene adsorption on the Co(0001) surface:
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Adsorption of graphene on metal surfaces requires an accurate description of dispersion interactions. This
is especially true for graphene on Ni(111) and Co(0001) where both a chemi- and physisorption minimum
occur. Neither semi-local functionals nor van der Waals density functionals are able to capture the double
minimum due to the competition of both dispersion and short-ranged interactions. We are considering the
renormalized RPA ((RPArl) with rAPBE kernel for this problem. GPAW was used to perform these
calculations.

(@ T.Olsenand K. S. Thygesen, Phys. Rev. Lett., 112, 203001 (2014)

(b) T.Olsenand K. S. Thygesen, Phys. Rev. B, 87, 075111 (2013)

RPA applied to transition metal chemistry:

RPA has proven to be very accurate for main group thermochemistry, yielding superior results in
comparison to other semi-local and even hybrid functionals. Transition metal chemistry can be
challenging for semi-local DFT due to the delicate interactions between electrons in the nd-shell and the
need to describe both static and dynamic correlation through a wide range of bond lengths and strengths.
We applied RPA to three literature test sets that survey a variety of transition metal bonding types in order
to assess their performance. We also include results for the SCAN meta-GGA, to compare the RPA
results. SCAN improves the GGA description for 2 out of 3 tests, but only improves over TPSS for the
FPO6 set. Self-interaction errors are still problematic, and a global hybrid is expected to improve SCAN’s
performance. Evaluating RPA on top of SCAN orbitals results in an improvement for all three sets due to
the self-interaction freedom of RPA and its ability to capture static and dynamic correlation. We are in the
process of evaluating the impact of mixing exact exchange in the reference determinant and energy since
we recently showed a dual-hybrid of RPA could lead to even further improvements for energy
differences. We are also exploring the basis set dependence of RPA for these reaction energies since we
encountered some difficulties extrapolating to the infinite basis set limit for some systems. Turbomole

was used to perform these calculations, employing basis sets of quadruple-zeta quality.
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(d) M. Steinmetz and S. Grimme, ChemistryOpen, 2, 115-124 (2013)

MAD Description PBE TPSS |SCAN |RPA
(kcal/mol)
FPo6® 18 bond and reaction energies of |10.8® [10.2® |8.8 7.4




3d complexes

JB09© 32 average ligand dissociation ~ {10.4© [8.6© |95 5.1
energies
of 3d complexes

SG13@ 82 energy barriers 3.9@ 389 |51 1.6
with Ni or Pd model catalysts
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Future plans

1. GW Band Gaps:

Our research group has started applying the SCAN meta-GGA as a reference to perturbative GW band
gap calculations. Given SCAN’s improvement of total energies and energy differences for solids and
molecules in comparison to previous non-empirical functionals, SCAN may also improve the description
of the band structure. Quasiparticle effects are still necessary for difficult systems such as transition metal
oxides, but SCAN could provide for an efficient starting point for high throughput calculations if GOWO0
corrections on top of SCAN are relatively accurate. For CoO, MnO, and ZnO, we find that SCAN does
improve the GGA description, and the first GW iteration further increases the gap, but self-consistency
still plays an important role. Further work is needed to understand the broader performance for other
magnetic and complex oxides. VASP was used to perform these calculations; we included local field (LF)
effects in W through the ALDA approximation.

2. CO/CO; adsorption on metal surfaces:

CO and CO, adsorption calculations on the metal surfaces have proven computationally demanding
within the infinite-order RPA approximation. Our work with renormalized RPA on graphene adsorption
on metal surfaces has opened an effective way to apply RPA to other adsorption problems. We will be
considering the renormalized RPA ((RPAr1) with rAPBE kernel to the CO/CO, adsorption problem.
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Electron-lon Dynamics with Time-Dependent Density Functional Theory

Neepa T. Maitra
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Abstract

To improve the reliability of time-dependent density functional theory (TDDFT) simulations of electron-
ion dynamics, | have been exploring features of the exact exchange-correlation functionals in non-
perturbative dynamics, as well as the features of the exact potentials arising from electron-ion coupling.
The goal is to eventually derive more accurate functionals and methods based on these investigations

that predict materials properties and light-matter interactions better.

One of our main results has involved the discovery and analysis of new step features in the exact
exchange-correlation potential that are typically present in non-perturbative dynamics and that are
completely lacking in approximations used today. They are responsible for the observed failure of
approximate functionals to capture charge-transfer when beginning in a ground-state. Full charge-
transfer dynamics is harder for functionals than calculating charge-transfer energies.

Another main result is that we uncovered a new exact condition on
the functional with general implications for time-resolved
spectroscopy. When a field driving a system is turned off, the
Kohn-Sham potential typically continues evolving, yielding time-
dependent Kohn-Sham frequencies. The exchange-correlation
kernel must cancel this time-dependence, yielding an exact
condition, typically violated by approximations.

Earlier work with collaborators from MPI-Halle derived a new
formalism for coupled electron-ion dynamics where the exact
molecular wavefunction can be factored into nuclear and electronic
wavefunctions. The nuclear wavefunction satisfies a Schroedinger
equation with a scalar potential, called the time-dependent potential
energy surface (TDPES) that contains all the coupling to external
fields as well as to the electronic degrees of freedom exactly, and a
vector potential containing possible Berry phase effects. In

L L L by o'
Y 0 200 400 600 800 1000 1200 1400
t(a.u.)

Dipole moments under weak resonant
driving under the respective resonant
frequencies, where the amount of
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the degree of violation of our new exact
condition.

exploring features of this TDPES, we found that quasiclassical propagation of an ensemble of nuclear
trajectories on the exact TDPES is accurate in describing branching of a nuclear wavepacket in a model
non-adiabatic charge-transfer event in the Shin-Metiu model. This suggests that it is the correct starting
point for mixed quantum-classical methods. Further, we related features of the exact surface to aspects
of surface-hopping, like velocity renormalization. We also see hints of a force-induced decoherence. We
used the exact factorization to define the exact potential acting instead on the electronic system, and
compared this to traditional potentials used to study laser-induced electron localization, a technique
developed for attosecond control of electrons, and charge-resonance enhanced ionization. Errors in the
localization asymmetries and ionization rates predicted by the traditional potentials can be explained by

features in our exact potential.
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Efficient Compression of the Fock Exchange Operator
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Abstract

The Fock exchange operator plays a central role in modern
quantum chemistry and materials science, in the context of
both Hartree-Fock calculations, and Kohn-Sham density
functional theory (KSDFT) calculations with hybrid
exchange-correlation functionals. If the exchange operator is
constructed explicitly, the computational cost scales as
O(NX) where N, is the number of electrons of the system. The
cost can be reduced to O(N2) by iterative algorithms
especially for large basis sets such as planewaves. Iterative
algorithms avoid the explicit construction of the exchange
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operator, but the preconstant is still very large compared to that in KSDFT calculations with LDA/GGA
functionals. Hence hybrid functional calculations for systems with hundreds of atoms or even less can be
challenging computational tasks.

We have been exploring two new directions for compressing the Fock exchange operator to reduce the
computational cost.

1.

The Fock exchange operator is defined using the entire density matrix rather than the electron
density, and the exchange operator is close to be a full rank operator. We develop the adaptively
compressed exchange operator (ACE) formulation [ 1], which can greatly reduce the computational
cost associated with the Fock exchange operator without loss of accuracy. The ACE formulation
does not depend on the size of the band gap, and thus can be applied to insulating, semiconducting
as well as metallic systems. In an iterative framework for solving Hartree-Fock-like systems such
as in planewave based methods, the ACE formulation only requires moderate modification of the
code. The ACE formulation can also be advantageous for other types of basis sets, especially when
the storage cost of the exchange operator is expensive. Numerical results indicate that the ACE
formulation can become advantageous even for small systems with tens of atoms. In particular,
the cost of each self-consistent field iteration for the electron density in the ACE formulation is
only marginally larger than that of the generalized gradient approximation (GGA) calculation, and
thus offers orders of magnitude speedup for Hartree-Fock-like calculations.

For systems with finite HOMO-LUMO gaps, the Fock exchange operator can further be
compressed with localization techniques. Given a set of Kohn-Sham orbitals from an insulating
system, we develop a simple, robust, efficient and highly parallelizable method to construct a set
of, optionally orthogonal, localized basis functions for the associated subspace. Our method
explicitly uses the fact that density matrices associated with insulating systems decay
exponentially along the off-diagonal direction in the real space representation. Our method avoids



the usage of an optimization procedure, and the localized basis functions are constructed directly
from a set of selected columns of the density matrix (SCDM) [2]. Consequently, the only
adjustable parameter in our method is the truncation threshold of the localized basis functions. We
demonstrate the numerical accuracy and parallel scalability of the SCDM procedure using orbitals
generated by the Quantum ESPRESSO software package. We also demonstrate a procedure for
combining SCDM with Hockney's algorithm to efficiently perform Hartree-Fock exchange energy
calculations with near linear scaling. We recently extend the SCDM algorithm to the case of k-
point sampling, with computational complexity that is O (Nj logN,,) where N, is the number of k
points. We also interfaced SCDM with the Wannier90 package to provide a robust and parameter-
free initial guess for computing maximally localized Wannier functions. Initial results indicate that
the spread of the SCDM initial guess is already very close to the spread of the optimized Wannier
functions even for complex metal oxides such as Cr,0;.
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Multiple Coupled Potential Energy Surfaces with Application to Combustion
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Program Scope: Hydrocarbon combustion involves the dynamics of numerous small radicals
such as HO,, HCO, and HOCO. HOCO is an intermediate in the HO + CO — H + CO, reaction
which is the last and heat releasing step in hydrocarbon combustion and the subject of many
ongoing studies. Accurate calculations of their potential energy surfaces (PESs) are possible
using traditional quantum chemistry methods such as MRCI. However, multistate and non-
adiabatic processes can be important, and tunneling effects may supersede the more common
kinetic or thermodynamic control of rates and branching ratios. Significant fractions of
molecular products can also result from radicals roaming far from conventional minimum energy
paths and tight transition states. Dynamical calculations for these relatively simple systems are
very sensitive to the detailed topography of their global potential energy surfaces (PESSs).

This project combines developments in the areas of PES fitting and multistate
multireference quantum chemistry to allow spectroscopically and dynamically/kinetically
accurate investigations of key molecular systems (such as those mentioned above), many of
which are radicals with strong multireference character and have the possibility of multiple
electronic states contributing to the observed dynamics. A main goal is to develop general
strategies for robustly convergent electronic structure theory for global multichannel reactive
surfaces. Combining advances in ab initio methods with automated interpolative PES fitting
allows the construction of high-quality PESs incorporating thousands of high level data to be
done rapidly through parallel processing on high-performance computing (HPC) clusters. New
methods and approaches to electronic structure theory will be developed and tested through
applications. Some effort will be applied to the development of Quantum Monte Carlo (QMC)
and working to apply these methods in the context of global PESs. The feasibility of capturing a
larger fraction of the correlation energy than is possible with traditional electronic structure
approaches will be tested on suitable combustion related systems. Strategies will be developed to
generate QMC data in the context of a distributed high-throughput computing model in which
10s or even 100s of thousands of processors are used.

Recent Progress: This section describes recent progress achieved along various directions of the
project occurring over the past 12 months since the last report from April 2015. The initial start
date of this project was 07-15-2013.

Progress with dynamics, PES fitting methods and the underlying electronic structure methods
has culminated in three review articles. The first (already available) is a Molecular Physics
review of methods for Automated Construction of Potential Energy Surfaces and includes an
author profile." The second (appearing later this year), for International Reviews of Physical
Chemistry, describes Electronic Structure Considerations for ab initio based Potential Energy
Surfaces.? The third (available) involved participation in a project spearheaded by Hua Guo, a
JPC A review on fitted PESs and the quantum dynamics of X + H,O (X = F, Cl and O)
reactions.’
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Experimental and theoretical studies of the electronic transitions of MgC.* In the 2014
report a previous study of BeC® was described in which vibronic calculations were able to help
assign and interpret electronic spectra of that system recorded by the group of Michael C.
Heaven (Emory). Heaven’s efforts to observe similar transitions in MgC have so far been
unsuccessful. New vibronic calculations were performed for the MgC system using the
dynamically weighted multistate scheme to produce MRCI/CBS quality potential curves. A
diabatization procedure was used along with a DVR method including a complex absorbing
potential (CAP) to solve for the vibronic levels and their lifetimes/widths.
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Despite difficulties with the experiments, our complete set of theoretical predictions for all
bound vibrational and well as vibronic states and lifetimes has now been published in JCP.* The
first author of the paper was a graduate student supported by this project (Phalgun Lolur).
Phalgun has since graduated with his PhD and gone on to a postdoc position with Bill Green at
MIT, thus continuing to work on combustion and contribute to this program.

Non-Born-Oppenheimer molecular dynamics of the spin-forbidden reaction of O(*P) +
CO(X'E") — COy(X's;).

A successful collaboration with Ahren Jasper (Sandia) was reported previously describing high
pressure studies of the kinetics of this spin-forbidden reaction.® In 2014, new experimental data
for this system was obtained by Kristie Boering (UC-Berkeley) and co-workers. Those molecular
beam experiments produced data for the isotope exchange and electronic quenching processes
that occur in the low-pressure limit (CO, products are not formed in the absence of stabilizing
collisions). Simulating those experiments required extending both the coordinate and energy
ranges of the PESs (so that product states could be precisely resolved). This was achieved using
the same automated PES generation strategy (restarting the PESs with newly defined limits).
Remarkably, robust convergence was obtained in the electronic structure calculations and
estimated fitting errors of only a few wavenumbers were again obtained even with the extended
ranges (the total energy range of the singlet PES now exceeds 300 kcal/mol). Trajectories
calculations by Jasper are in good agreement with the experiments. A limited set of fully
quantum calculations were performed by Hua Guo providing some additional insight (fully
guantum reactive scattering calculations are challenging due to the deep well depth). The paper
faced some delays due to coordinating with professor Boering and the other coauthors, but is
now in preparation.

IMLS-PIP fitting. A large set of ~100,000 high-level multireference data were computed for
methane.” The IMLS interpolation approach was combined with permutation invariant



polynomials (PIP) to fit the 9D PES in a 25,000 cm™ energy range to better than a wavenumber
using about 200 local expansions. This was used as a benchmark to assess the accuracy of
another fit to the same data set by H. Guo using the NN-PIP method. Guo’s fit was found to be
very accurate and quick to evaluate. 9D vibrational calculations by T. Carrington confirm that
the data is of spectroscopic quality. The lowest levels are systematically 1-2 cm™ higher than
experiment. Having a fit with negligible fitting error permits direct assessment of ab initio
methods as well as small corrections. Future plans include testing some small corrections such as
relativistic and diagonal Born-Oppenheimer (DBOC). Since the data set is multireference it is
also suitable for extension to permit dissociation to CH3z + H and CH; + H; and would be useful
as a highly accurate PES for dynamics studies. The dissociation energy to CH3z + H was found to
be within about 40 cm™ of the best estimates by Ruscic.

The IMLS-PIP approach was applied to a 15D test set of A. F. Wagner and D. L.
Thompson composed of ~400,000 data for ethyl radical. This system combines a more complex
topography, higher dimensionality and additional permutation symmetry. An initial fit of the
lower energy region (below 67 kcal/mol) was obtained with an RMS fitting error of 0.2 kcal/mol
using a single PIP expansion. Al Wagner plans to use the PES in an ongoing trajectories study.

QMC. We have been developing scripts and testing methods to use multi-configurational trial
wavefunctions in VMC/DMC calculations of PECs for small molecules using a code called
CASINO. A tutorial is now available on our website,
http://web.mst.edu/~dawesr/educational.html. We have managed to produce highly accurate
PECs for CO and N, using QMC. The PECs compare well with the best ab initio references and
experimental quantities (vibrational levels etc). However, the cost was found not to be
competitive with standard electronic structure approaches for small systems. (The scaling with
number of electrons is n® for QMC so it will certainly be more competitive for larger systems
where the e.g. n’ scaling of traditional methods becomes prohibitive).

We have also connected with Paul Kent (Oak Ridge) and begun testing his QMCPACK
code which we find to be significantly faster for multiconfigurational applications and can
handle open shell systems whereas CASINO cannot.

A paper describing this benchmark study is close to submission.

We have also connected with Ali Alavi and begun testing an entirely different QMC
based electronic structure approach called FCIQMC in which Monte Carlo methods are used to
explore the active and virtual spaces of a specific basis set and approximate the FCI limit. This
approach preliminarily seems more cost effective and promising for the sorts of applications that
are of interest to us.

MCTDH: Rotationally inelastic scattering. A time-dependent quantum dynamics method
called MCTDH was applied to studying inelastic scattering at high collision energies where more
typical time-independent calculations (Molscat) become prohibitively expensive. Using an
IMLS-based PES for CO+CO constructed for a previous ro-vibrational spectroscopy study,®
time-independent Molscat calculations (for the low energy range) were combined with time-
dependent MCTDH calculations to cover an extended energy range. Where the two approaches
overlap, reasonable agreement was obtained between the two.
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Figure 3. (at left) a plot of the PES for CO-dimer showing low-energy channels for geared
motion. (at right) scattering cross-sections for rotational excitation showing increased

propensities for equally excited products (possibly imparted by the features of the PES).
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The paper describing this study appeared in the special JPC “100 years of combustion chemistry
at Argonne” issue.

The MCTDH method was extended to treat other scattering systems including CO,:CO,. A
further application of MCTDH involved collaboration with Hua-Gen Yu and Hua Guo in which
9 dimensional vibrational states were obtained for the simplest Criegee intermediate, CH,00.*°
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Abstract

This program focuses on the development and application of the auxiliary-field quantum Monte
Carlo (AFQMC) method for chemical binding and reactions. The AFQMC approach was developed
by the Pls and collaborators. It has shown promise to provide a highly accurate description of
correlated electron systems, from molecules to solids. Unlike most other explicitly many-body
wavefunction approaches, the AFQMC method scales as a low order polynomial of system size,
similar to independent-electron methods such as in density functional theory (DFT). Since the
AFQMC algorithm has the form of an entangled ensemble of mean-field calculations, it is
significantly more computationally costly than traditional DFT calculations. A principal objective
of this project is to develop new computational strategies to achieve improved speed and even
better scaling with system size.

Applications of the present program have mostly been in problems relevant to hydrogen storage
and transition metal systems, although the development of the theoretical and computational
capability will have cross-cutting impacts beyond specific systems. The techniques and codes we
are developing are general and applicable to other systems.

Recent progress includes:

* the development of a downfolding approach which allows realistic quantum-chemistry-like
calculations in solids, including transition metal oxides

* embedding AFQMC in DFT to extend length scales and speed up many-body calculations,
with which we were able to determine the stability and magnetic state of Co adsorption on
graphene

* systematic improvement with constraint release in AFQMC, which enabled near-exact
calculations in the chromium dimmer in large basis sets (see figure)

* excited state method development and calculations of band gaps in solids

* the introduction of frozen-core with the framework of AFQMC which eliminated
pseudopotential errors in quantum Monte Carlo
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As an orbitally based wave function method, the AFQMC theoretical framework has close relations
to many-body quantum chemistry methods. When expressed in a one-particle Gaussian type
orbital (GTO) basis, both approaches use exactly the same Hamiltonian. Thus, many efficient
techniques developed for correlated quantum chemistry methods can be directly imported. This
was done, for example, using resolution of the identity techniques to remove a bottleneck in the
handling of two-body interaction matrix elements for large basis sets. The current project has
realized several others, and we will continue to integrate AFQMC into the toolkit for quantum
chemistry.

In this talk, [ will give a general overview of quantum Monte Carlo calculations in the context of
quantum chemistry, and describe our recent progress with AFQMC. Connections with other, more
“standard” quantum chemistry approaches will be discussed, and potential overlaps and cross-
fertilization will be highlighted. The frozen-core approach mentioned above and the development
in embedding AFQMC in DFT both illustrate such potential. Results on applications in molecular
systems will be discussed. A number of collaborations with other quantum chemistry groups are
on-going, and I will give a brief progress report on the results from these collaborations.
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Presentation Abstract

The unique structure of two-dimensional materials generates novel optical, transport, and mechanical
properties. Structural modifications to the repeating unit can yield unexpected results. Herein, using
first principles calculations, we show how perturbing the interface substantially alters the electronic
properties of the material. The systems examined include a doped graphene monolayer, halogen
adsorbed surfaces, and strained TiS,. In each case, interactions at the interface produce material
properties that deviate markedly from the pristine structure. This work demonstrates different routes to
modulate the electronic properties of various two-dimensional materials. Understanding, and ultimately
controlling, these effects is important for new applications in electronics and solar energy.
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Program Scope

The overarching goal of the project is to better understand how energy and charge move through
assemblies of nanomaterials such as wide bandgap semiconductors, strongly absorbing dye molecules,
and plasmonic nanoparticles. The former two are highly relevant for current photovoltaic devices and
the latter are known to have unique optical properties resulting from surface plasmon excitations. The



impetus for the project is the high cost and relatively low efficiency of current solar devices. We want
to determine if the highly tunable plasmon modes supported by the metal particle — and the sizeable
electromagnetic fields generated upon exciting them — can be utilized to enhance the chemical and
physical processes associated with photovoltaic devices.

Recent Progress

We have begun studying the electronic, optical, and transport properties of titania and low dimensional
nanomaterials such as graphene and early transition metal dichalcogenides. As described in the
presentation abstract, we have recently completed studies on pnictogen-doped graphene, multilayer
graphene interacting with halogens, and 1T-TiS; under strain. Plane wave DFT was used to compute
equilibrium geometries and band structures. In each case, the electronic properties are altered via
interactions at the interface. By controlling these perturbations, the properties of the material can be
tuned with some degree of selectivity. These calculations are a necessary step toward the late stage
goals of the project examining molecule/surface interactions and interfacial charge transfer of
photovoltaic nanoassemblies within a quantum mechanical framework. Concurrently with the periodic
calculations, we are performing molecular quantum chemical calculations on common Ru dyes,
porphyrins, and organic donor-acceptor molecules. Future work will examine these molecules
interacting with plasmonic and semiconductor surfaces.
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Abstract

The Nanoporous Materials Genome Center (NMGC) discovers and explores microporous and mesoporous
materials, including metal-organic frameworks (MOFs), zeolites, and porous polymer networks (PPNS).
These materials find use as storage and separation media and catalysts in many energy-relevant processes
and their next-generation computational design offers a high-payoff opportunity. Towards that end, the
NMGC (i) develops state-of-the-art predictive theories (from high-level electronic structure methods to
validated molecular mechanics force fields), predictive modeling tools, applets, databases, and web-based
repositories, and (ii) employs them to increase the pace of materials discovery and to understand the
fundamentals of interactions and mechanisms that govern performance of nanoporous materials. The goals
of the NMGC are advanced by a tight collaboration between leading experimental groups in the synthesis
and characterization of nanoporous materials and of computational groups with experience in Monte Carlo
and molecular dynamics simulations, electronic structure calculations, scientific computation, and applied
mathematics. The majority of the completed and on-going projects benefit from iterative feedback where
computational modeling is instrumental for understanding the function of specific nanoporous materials or
for discovering materials with optimal properties for subsequent synthesis, characterization, and validation.

The NMGC research efforts have already led to more than 70 publications. In this presentation, we
highlight the key achievements of selected application projects, a software tool, and a database/web tool that
are central to the goals of the NMGC: (i) Discovery of MOFs for pre-combustion CO,/H, separation using a
genetic algorithm for efficiently identifying top-performing MOFs from a set of 50,000 hypothetical
structures; the predictive modeling led to a target MOF in the optimal region for selectivity and working
capacity that has been synthesized and good agreement with prediction is found (see Fig. 1); (ii) Discovery
of zeolites for sweetening of highly sour natural gas using high-throughput simulations to probe the
performance of 385 zeolites for binary H,S/CH,4 and H,S/C,Hg mixtures at multiple state points and of 16
high-performing zeolites for a quinary H,S/CO,/CH4/C,Hs/N, mixture (see Fig. 2); (iii) Discovery of the
NU-1000 MOF for the selective hydrolysis of organophosphonate chemical warfare agents; NU-1000 yields
faster hydrolysis than any other MOF to date and also selectively produces only the non-toxic product of VX
hydrolysis; (iv) Discovery of a MOF that catalyzes the ethane-to-ethanol conversion via a high-spin Fe'"-
oxo intermediate via a multi-step modeling process involving the detection of MOFs with open Fe sites from
the core MOF database, selection of unique MOFs with coordination environments that may stabilize a high-
spin Fe'V-oxo intermediate, determination of the ground spin state of seven promising candidates and
computation of rate-determining transition state barrier; (v) a Python tool for the computation of mixture
adsorption isotherms; and (vi) the Nanoporous Materials Explorer.
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Fig. 1: Predictive modeling of MOFs for CO,/H; separation. The
coloring indicates the Adsorbent Performance Score (APS).

Available experimental data points and a target MOF in the Fig. 2: Illustration of an adsorption-based process for the
optimal region for selectivity and working capacity are labeled. removal of H,S and CO, from sour natural gas.

In collaboration with the Materials Project, the NMGC has developed the Nanoporous Materials Explorer
[https://materialsproject.org/wiki/index.php/Nanoporous Materials_Explorer]. This openly accessible web-
based tool aids materials discovery and also serves as repository for computational and experimental data
generated by the NMGC. NMGC researchers have created a database of computation-ready experimental
(CoRE) MOF structures [http://gregchung.github.io/CoRE-MOFs/] and developed a Python tool for the
computation of mixture adsorption isotherms using data from unary isotherms and the ideal adsorbed
solution theory [https://github.com/CorySimon/pylAST]. The collaborative NMGC activities have also
strengthened the training of a large number of postdoctoral associates and of graduate, undergraduate, and
high school students.

Conventional approaches aimed at discovery and development of nanoporous materials for storage,
separation, and catalysis applications are hampered by the large number of already synthesized zeolites and
MOFs, the much larger number of hypothetical zeolite and MOF structures, and the large number of
potential applications, i.e., it would be impossible to synthesize a significant fraction of these materials and
to characterize their performance for a variety of applications. The MGI approach employed by the NMGC
allows one to explore thousands of materials for a plethora of applications in a relatively short time frame.
NMGC research has led to the discovery of zeolites for extraction of ethanol from aqueous solution (Patent
Application PCT/US15/41566), for hydrocarbon dewaxing (Patent Application PCT/US15/41544), and for
sweetening of highly sour natural gas mixtures (Provisional Patent Application 62235870), and of MOFs for
Kr/Xe and CO,/H, separation and for ethane-to-ethanol conversion.

Over the next two years, the NMGC team will continue its collaborative endeavors to discover nanoporous
materials with optimal gas storage, separation, and catalytic abilities and to use an integrated
computational/experimental approach for unraveling structure/chemistry/function relationships.



Grant Number and Grant Title

DE-FG02-12ER16362 Nanoporous Materials Genome: Methods and Software
to Optimize Gas Storage, Separation, and Catalysis

Postdoc(s): Peng Bai, Yongchul Chung, Bahman Elyassi, Laura Fernandez, Emmanuel Haldoupis, Mustafa Kucukkal, Rachel
Klet, Samuel Keasler, Kyuho Lee, Wei-Guang Liu, Andreas Mavrantonakis, Remi Maurice, Liang R. Niestemski, Abdullah
Ozkanlar, Manuel Ortuno, Samuel Odoh, Nora Planas, Payal Parmar, Shuanglin Qu, Pere Miro, Dai Tang, Jeffrey Van Humbeck,
Konstantinos VVogiatzis, Jian Wu, Xuefei Xu

Student(s): Joshua Borycz, Philip Bunting, Yi Bao, Zachary Brown, Nicholas Blando, Jeff Camp, Yuexing Cui, Allison Dzubak,
Lucy Darago, Miguel Gonzalez, Huiliang Shi, Josh Howe, William Isley, Mi Young Jeon, Olga Karagiardi, Aaron League, Jason
Lee, Marianne Lalonde, Michelle Liu, Shaohong Li, Sijie Luo, Xi Li, Greg Man, Narbe Mardirossian, Sara Marquez, Dalar
Nazarian, Julia Oktawiec, Doug Reed, N. Dilip Rangnekar, Cory Simon, Jeffrey Sung, Mansi Shah, Meera H. Shete, Samuel
Stoneburner, Pragya Verma, Bo Wang, Chun-Hung Wang, Jon Witte, Dianne Xiao, Hongda Zhang, Tiechen Zhou

Ten Publications Acknowledging this Grant (selected from 75 publications)

66. M. H. Beyzavi, N. A. Vermeulen, A. J. Howarth, S. Tussupbayev, A. B. League, N. M. Schweitzer, J. R. Gallagher, A. E.
Platero-Prats, N. Hafezi, A. A. Sarjeant, J. T. Miller, K. W. Chapman, J. F. Stoddart, C. J. Cramer, J. T. Hupp, and O. K.
Farha, “A Hafnium-Based Metal-Organic Framework as a Nature-Inspired Tandem Reaction Catalyst,” J. Am. Chem. Soc.
137, 13624-13631 (2015).

65. J. S. Lee, B. Vlaisavljevich, D. K. Britt, C. M. Brown, M. Haranczyk, J. B. Neaton, B. Smit, J. R. Long, and W. L Queen,
“Understanding Small-Molecule Interactions in Metal-Organic Frameworks: Coupling Experiment with Theory,” Adv. Mater.
27,5785-5796 (2015).

49.S. 0. Odoh, C. J. Cramer, and L. Gagliardi, “Quantum-Chemical Characterization of the Properties and Reactivities of Metal
Organic Frameworks,” Chem. Rev. 115, 6051-6111 (2015).

45. J. E. Mondloch, M. J. Katz, W. C. Isley Ill, P. Ghosh, P. Liao, W. Bury, M. Hall, J. B. DeCoste, G. Peterson, R. Q. Snurr, C.
J. Cramer, J. T. Hupp, O. K. Farha, “Destruction of Chemical Warfare Agents Using Metal-Organic Frameworks,” Nat.
Mater. 14, 512-516 (2015).

44.T. M. McDonald, J. A. Mason, X. Kong, E. D. Bloch, D. Gygi, A. Dani, V. Crocell3, F. Giordano, S. Odoh, W. Drisdell, B.
Vlaisavljevich, A. L. Dzubak, R. Poloni, S. K. Schnell, N. Planas, L. Kyuho, T. Pascal, D. Prendergast, J. B. Neaton, B. Smit,
J. B. Kortright, L. Gagliardi, S. Bordiga, J. A. Reimer, J. R. Long, “Cooperative Insertion of CO, in Diamine-Appended Metal-
Organic Frameworks,” Nature 519, 303-308 (2015).

43. C. Simon, J. Kim, D. A. Gomez-Gualdron, J. S. Camp, Y. G. Chung, R. Martin, R. Mercado, M. W. Deem, D. Gunter, M.
Haranczyk, D. S. Sholl, R. Q. Snurr, and B. Smit, “The Materials Genome in Action: ldentifying the Performance Limits for
Methane Storage,” Energ. Environ. Sci. 8, 1190-1199 (2015).

42. P. Bai, M.-Y. Jeon, L. Ren, C. Knight, M. W. Deem, M. Tsapatsis, and J. I. Siepmann, “Discovery of Optimal Zeolites for
Challenging Separations and Chemical Transformations Using Predictive Materials Modeling,” Nat. Commun. 6, 5912 (2015).

36. Y. G. Chung, J. Camp, M. Haranczyk, B. J. Sikora, W. Bury, V. Krungleviciute, T. Yilidrim, O. K. Farha, D. S. Sholl, and R.
Q. Snurr, “Computation-Ready, Experimental Metal-Organic Frameworks: A Tool to Enable High-Throughput Screening of
Nanoporous Crystals,” Chem. Mater. 26, 6185-6192 (2014).

24.D. J. Xiao, E. D. Bloch, J. A. Mason, W. L. Queen, M. R. Hudson, N. Planas, J. Borycz, A. L. Dzubak, P. Verma, K. Lee, F.
Bonino, V. Crocella, J. Yano, S. Bordiga, D. G. Truhlar, L. Gagliardi, C. M. Brown, and J. R. Long, “Oxidation of Ethane to
Ethanol by N,O in a Metal-Organic Framework with Coordinatively Unsaturated Iron(ll) Sites,” Nat. Chem. 6, 590-595
(2014).

11. K. Lee, W. Isley Ill, A. Dzubak, P. Verma, S. Stoneburner, L.-C. Lin, J. Howe, E. Bloch, D. Reed, M. Hudson, C. Brown,
J. Long, J. Neaton, B. Smit, C. J. Cramer, D. G. Truhlar, and L. Gagliardi, “Design of a Metal-Organic Framework with
Enhanced Back Bonding for the Separation of N, and CH,4,” J. Am. Chem. Soc. 136, 698-704 (2014).



Christopher J. Cramer
Modeling Catalysis on Metal-Organic Framework Nodes

In Soo Kim," Joshua Borycz,* Ana E. Platero-Prats, Samat Tussupbayev,* Timothy C.
Wang,' M. Hassan Beyzavi, Nicolaas A. Vermeulen, ' Ashlee J. Howarth,' Aaron B.
League,* Neil M. Schweitzer, ' James R. Gallagher, Nema Hafezi, Amy A. Sarjeant,’
Jeffrey T. Miller,#£ Dong Yang,® Samuel O. Odoh,* Zhanyong Li,' Varinia Bernales,?
Aaron W. Peters,’ Andrew “Bean” Getsoian,* Aleksei Vjunov,’ John L. Fulton,! Andreas
Mavrandonakis,* Leighanne C. Gallington,’ Yangyang Liu," Johannes A. Lercher,%¢ J.
Fraser Stoddart,’ Omar K. Farha, " Joseph T. Hupp,"' Laura Gagliardi,* Karena W.
Chapman-® Bruce C. Gates,° Alex B. F. Martinson,t and Christopher J. Cramer*

"Materials Science Division, $X-ray Science Division, and #Chemical Science and
Engineering Division, Advanced Photon Sourc, Argonne National Laboratory, 9700 S.
Cass Avenue, Argonne, Illinois 60439, United States

*Department of Chemistry, Supercomputing Institute, and Chemical Theory Center,
University of Minnesota, Minneapolis, Minnesota 55455, United States

'International Institute for Nanotechnology (IIN) and Center for the Chemistry of
Integrated Systems (CCIS), Department of Chemistry, Northwestern University, 2145
Sheridan Road, Evanston, Illinois 60208, United States

£School of Chemical Engineering, Purdue University, 480 Stadium Mall Drive, West
Lafayette, Indiana 47906, United States

°Department of Chemical Engineering & Materials Science, University of California,
Davis, California 95616, United States

Institute for Integrated Catalysis, Pacific Northwest National Laboratory, P.O. Box 999,
Richland, Washington 99352, United States

¢Department of Chemistry and Catalysis Research Institute, Technische Universitat
Miinchen, Lichtenbergstrasse 4, 85748 Garching, Germany

“Department of Chemistry, Faculty of Science, King Abdulaziz University, Jeddah, Saudi
Arabia

Abstract

Metal-organic frameworks (MOFs) offer the potential to combine some of the
best features of heterogeneous and homogeneous catalysts. In the former arena, they are
robust crystalline solids whose nodes may be metal-oxide clusters directly analogous to
the typical inert supports that are employed in heterogeneous reactor vessels; in the
latter arena there is the potential to use the isolation of the individual nodes one from
another to prevent agglomeration and sintering of deposited catalytic atoms or clusters
so as to achieve precise control over catalytic functionality, as is typical in homogeneous
catalysis.

Working with experimental partner groups who bring synthetic and
characterization expertise to our collaboration, we, together with other theory groups at
Minnesota, have undertaken the analysis of a number of reactions catalyzed by the
deposition of active sites (sometimes by gas-phase atomic layer deposition (ALD),



sometimes by solution processing) onto MOF nodes, seeking to assess molecular and
electronic structures, as well as reaction energetics, at the atomic level of detail.
Significant challenges are associated with modeling relevant size scales, as well as the
complexities of the experimental deposition process and the potential heterogeneity that
may be entailed under unfavorable circumstances.

Considering reactions of potential relevance to the liquefaction of shale-gas
reactants (supported by the Inorganometallic Catalyst Design Center, an Energy
Frontier Research Center), we have examined ALD processes not only to deposit
reactive metals, but also other supporting layers to achieve core-shell-like supports. We
have demonstrated hydrogenation of ethylene as well as its dimerization with deposited
Ir atoms and Ni atoms. Insights into relevant species and reaction paths have been
gained, although more is needed to fully characterize the range of potential reactive

species.
Considering more
complex reactions designed to o Substrate Seletlve Traesfonﬁatlon Ny

OTMS

exploit multiple catalyst sites for
different reactions within a MOF
(supported by the Nanoporous
Materials Genome Center), we
have explored tandem catalysis
in the MOF Hf-PCN-222, which o
epoxidizes vinyl groups and b 7 e - S
nucleophilically opens the resulting epox1des w1th high degrees of stereoselection.
Intriguing opportunities to inform future catalyst design arise when considering the
varying levels of control associated with these different systems, and we continue to look
for means to move theory into a more predictive mode in order to accelerate synthetic
design.
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Rare events correspond to events that occur with low frequency. These events usually have
potentially widespread impact and are therefore, events of considerable interest. At the molecular
level, important transitions such as self-assembly and phase transitions in aqueous systems are rare
events — meaning that the waiting time involved to observe even a single event is larger than the
typical timescales accessible to molecular simulations. This hinders the ability to calculate the
kinetics of these transitions. In our proposed research we focus on developing novel methods and
the software infrastructure that implements these methods effectively on high performance
computing systems to enable the studies of rare events in molecular simulations. While we motivate
our work through studies of heterogeneous ice nucleation, the methods and software infrastructure
developed here is applicable to any system.

Proposed work: In our proposed research, we combine state-of-the-art tools in molecular
simulations, BigData and multitasking handling systems, and visualization techniques to develop a
robust infrastructure for performing rare event simulations. We specifically build on a method called
forward flux sampling (FFS). We propose to develop a multidimensional FFS method (nDFFS) that
will enable us to address the issue of finding appropriate order parameters for any given transition
on-the-fly. This methodology has the potential of addressing the major knowledge gap — lack of an
ability to find reaction coordinates on-the-fly — in simulations of rare events.

Previous Results: In our previous work, we have developed a software program called Scalable
Forward Flux Sampling (ScaFFS) to perform large scale forward flux sampling (FFS) calculations
efficiently and effectively in high performance computing (HPC) infrastructure. In FFS, transitions
from state A to state B are sampled through several intermediate transitions by dividing the phase
space between A and B into interfaces. Several simulations are initiated at a given interface and
configurations from those which reach the next interface are harvested. Then several simulations
are initiated from the harvested configurations at the “new” interface to obtain configurations for
the next interface. This process is continued until the final state is reached. While the process is
straightforward, the application of the method to realistic systems can result in large number of
simulation jobs and huge amount of data. To handle these large jobs and amounts of data effectively,
we have developed ScaFFS.

ScaFFS represents a collaboration of state-of-the-art techniques in molecular simulations with those
from Big Data to enable rare event simulations at massive scales. ScaFFS is designed to be adaptive,
data-intensive, high-performance, elastic, and resilient. ScaFFS uses Hadoop in a novel manner to
handle the millions of simulations performed and files generated in FFS calculations. Through this
approach we have been able to address all the challenges listed above. In addition, we do this in
such a manner that the user only deals with the details of their FFS simulation. This is analogous to
the MD software programs, where you only feed the details of the simulation system and parameters
without worrying about how the parallelization would occur or what format the files can be written
as. We use a similar approach here.



Advantages of ScaFFS (also summarized in Fig. 1):

Sapna Sarupria

. . . . . Flexible Total control over
* Able to decide interfaces on-the-fly based on user specified criteria. FFS

There is no need for modification to the source codes for simulation
i.e. if MD is being performed then no source code modification of  Hadoor SEsrEwmRse
GROMACS/LAMMPS or any other software is required.
The status of each job is tracked and if needed, failed jobs are —Toduer SRR
automatically re-run.
Each file is tracked and intermediate data is not stored. However, if | 8ackup
needed, the user can specify to retrieve it. S
The jobs are distributed over the nodes efficiently. Figure 1:User friendly

. K . . . features of ScaFFS
ScaFFS is capable of restarting the FFS simulation in case the
calculations run over wall-time such that no data is lost.
The biggest advantage from a user perspective is that the user needs to only modify one file
that specifies all details about the FFS parameters and details of file storage etc.
ScaFFS has been tested extensively in both the institutional shared HPC environment at
Clemson University as well as the publicly available HPC resources at XSEDE.

Reliable Scaling,

Jobs can be run
across

multiple walltimes

Specific goals of proposed research:

Integration of nDFFS into ScaFFS: We will develop and integrate nDFFS method into
ScaFFS thereby enabling us to run large scale simulations required to validate nDFFS on
realistic systems.

Validation of nDFFS method based on simulations of crystallization of Lennard Jones liquid:
This system has been studied widely and the appropriate reaction coordinates for this
transition have been determined based on other techniques.

Heterogeneous ice nucleation: Specifically, we will study the nucleation of ice near silver
iodide surfaces. This provides a “realistic” system for testing the nDFFS method. Finding
the appropriate reaction coordinate will improve the efficiency of FFS significantly and will
become an important aspect as the systems and processes get more complex.

The successful completion of our work will enable simulations to study the kinetics of complex
processes -- an aspect that has greatly lagged behind so far. While our work is motivated by phase
transitions and assembly processes in aqueous systems, rare events are relevant to a broad span of
fields including telecommunications, finance, insurance, physics, chemistry, and biology. The
techniques and software program developed here can easily be adapted to these systems. Therefore,
our methodology and the simultaneous development of the software infrastructure to implement
these methods will provide the broad scientific community with powerful tools to study previous
inaccessible processes through molecular simulations.
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Abstract

The objective of this project is to advance molecular simulation techniques to better understand
fundamental properties and processes in complex environments, such as condensed phases and
interfaces. We have focused on complexity associated with broken symmetries corresponding to
vacuuny/liquid, liquid/solid, and liquid/liquid interfaces or highly concentrated electrolytes. The
characterization of these systems requires a description of molecular interaction that is more robust than
what is required to describe bulk, homogeneous systems and requires understanding the balance between
descriptions of molecular interaction and
COl’IlpleXity. We will continue to develop a Solid Electrolyte Solid  Fluctuations Emergent Phenomena
systematic connection between models of
molecular interactions and collective

S Mass Hydrophobic

behavior of molecular systems. This will o . Density Effect
lead to an improved knowledge of complex
collective behavior on a macroscopic scale. op | Charge Dielectric
. . Density Response
The balance between representations of
molecular interaction, statistical mechanical SA Casimir Effect

3 : Electrodynamic (Polder, Lifshitz,
¢ van der Waals)

sampling techniques, efficiency and
accuracy is required. Towards these ends, Figure 1. The connection between fluctuations and phenomena.
we have explored the influence of broken
symmetry on equilibrium fluctuations.” We explored how a simple hydrophobic hard sphere disrupts the
hydrogen bonding structure and the resulting electric field and polarization density distributions. Future
efforts will extend this work to dynamic response and perturbations that push the system beyond linear
response. There is a dynamic consequence associated with the tuning of “frustrated charge models” to
recover only equilibrium fluctuations.” Future work will focus on this by exploring the water exchange
process about ions comparing the dependence on the descriptions of molecular interaction.'~

In our studies we search for the appropriate amount of explicit treatment of electronic structure
that allows for efficient sampling of a statistical mechanical ensemble of a system of interest. We have
established that a Density Functional Theory (DFT) description of molecular interaction provides a
quantitative representation of the short-range interaction and structure when compared to Extended X-
ray Absorption Fine Structure (EXAFS) measurements. To do this we continue to develop our MD-
EXAFS approach.”®” This approach has allowed us to characterize in detail the complex equilibrium
associated with the dissociation of HCI in water,” and gives us confidence that the short range molecular
phenomena is effectively and accurately described by DFT electronic structure coupled to statistical
mechanical sampling. Much of our future efforts will concentrate on characterizing fluctuations, taking
advantage of effective potentials of mean force and linear response kernels from density, charge and



bulk

/’ water

L To better understand collective many-body
phenomena we are exploring the connection
between: 1) the many-body decomposition of atom
based potentials, 2) the partitioning of a system into

g e an explicit sub-system and a bath and 3) transport
and fluctuations of macroscopic mass, charge, and

electromagnetic fluctuations. [See Figure 1.]
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Jo5 Molecul ’
NBBuW) Structure 3 ' electrodynamic fields. We expect that the relation
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Figure 2. (top) Schematic of the structured water layer in fluctuations and consequently the Lifshitz force
the vicinity of two interfaces. (bottom) (a) Water on TiO,  between the two solid surfaces.” In this work we
yielding a solvent response (b) that is incorporated into a considered the water density responding to mica,
modified Lifshitz theory for the forces between TiO,. (c) . .

X . ol TiO,, and gold. In future efforts, we will close the
Depicts how our modified Lifshitz theory (magenta), . .
with no adjustable parameters, tracks the experimental COHH?Ct{On betwe;en mplecular an.d continuum
Hamaker fit (blue) down to 4 nm. descriptions of dispersion. [See Figure 2.]
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Accurate and systematically improvable density functional theory embedding
for correlated wavefunctions

Thomas F. Miller 11
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Abstract:

The observation that many chemical processes are governed by changes within a
localized subsystem has motivated the development of embedding strategies within
the density functional theory (DFT) framework. In these approaches, an electronic
structure calculation on a chemical system is partitioned into calculations on two
subsystems: subsystem A, which is treated using an accurate wavefunction theory
(WFT), and subsystem B, which is treated using the more computationally efficient
DFT method. We describe a recently developed projection method that provides a
straightforward, rigorous, and accurate approach to performing WEFT-in-DFT
embedding. We demonstrate that errors associated with WFT-in-DFT embedding
can be systematically understood and controlled, and we demonstrate the new
embedding approach for multi-reference calculations on conjugated systems and
transition-metal complexes, including those related to hydrogen evolution catalysis
and small-molecule activation.



Theoretical modeling of spin-forbidden channels in combustion
reactions
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1 Scope of the project

The goal of our research is to develop predictive theoretical methods, which can provide crucial
quantitative data (e.g., rate constants, branching ratios, heats of formation), identify new channels,
and refine reaction mechanisms. Specifically, we are developing tools for computational studies of
spin-forbidden and non-adiabatic pathways of reactions relevant to combustion, and applying these
tools to study electronic structure, reactions, and spectroscopy of open-shell and electronically
excited species involved in these processes. In addition, we are applying the developed methodology
to study excited-state processes relevant to photovoltaic applications.

We are also involved in a collaborative SciDac effort “Simulating the generation, evolution and
fate of electronic excitations in molecular and nanoscale materials with first principles methods”
lead by Martin Head-Gordon. Within this project, we develop new algorithms and computer codes
for efficient implementation of advanced many-body theories. The two directions are synergistic:
the infrastructure developments conducted within the SciDac effort facilitate efficient implemen-
tations of the new theoretical approaches developed for multiple interacting states and strongly
correlated systems.

2 Summary of recent major accomplishments

During the past year, we conducted several computational studies of open-shell and electronically
excited species. The common theme in these studies is interactions between states of different char-
acter and intersections between the corresponding potential energy surfaces. We also continued to
develop and benchmark computational methods for modeling electronic structure and spectroscopy
of open-shell species. Particular emphasis was placed on determining spectroscopic signatures of
transient species, to facilitate comparisons with experimental data. In 2015-2016, the DOE support
was acknowledged in nine papers.!™® One more paper is submitted for publication. Some of the
recent results are highlighted below.

2.1 Dyson orbitals and absolute cross sections for photoionization

The calculation of absolute total cross-sections requires accurate wave functions of the photoelectron
and of the initial and final states of the system. The essential information contained in the latter
two can be condensed into a Dyson orbital:

¢>d(1):\/N/xlﬂ(1,2,...,N)\1/F(2,...,N)dz...dN (1)
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We employed correlated Dyson orbitals and tested approximate treatments of the photoelectron
wave function, that is, plane and Coulomb waves, by comparing computed and experimental pho-
toionization/photodetachment spectra.” We found that in anions, a plane-wave treatment of the
photoelectron provides a good description of photodetachment spectra. For photoionization of
neutral atoms or molecules with one heavy atom, the photoelectron wave function must be treated
as a Coulomb wave to account for the interaction of the photoelectron with the Z=+1 charge of
the ionized core. For larger molecules, the best agreement with experiment is often achieved by
using a Coulomb wave with a partial (effective) charge smaller than unity, as illustrated in Fig.
1. This likely derives from the fact that the effective charge at the centroid of the Dyson orbital,
which serves as the origin of the spherical wave expansion, is smaller than the total charge of a
polyatomic cation. The results suggest that accurate molecular photoionization cross-sections can
be computed with a modified central potential model which accounts for the non-spherical charge
distribution of the core by adjusting the charge in the center of the expansion. This simple ap-
proach is implemented in the ezDyson code, which is a free software available for download from
the iOpenShell website; it provides a convenient tool for quick evaluations of the electronic cross-
sections. Currently, we are developing a variational procedure for determining optimal Z from
electronic structure calculations.

2.2 Methods for strongly correlated systems and applications to singlet fission

Singlet fission (SF), a process in which one singlet excited state is converted into two triplet states,
and the reverse process, triplet-triplet annihilation (TTA), are of interest in the context of organic
photovoltaic technology. From the electronic structure point of view, SF and TTA involve non-
adiabatic transitions between regular excitonic states (delocalized states derived from the local S;
states of the individual chromophores, with some admixture of charge resonance configurations)
and multi-excitonic (ME) states. The latter can be described as singlet-coupled multiple local
triplet states residing on the neighboring chromophores. Thus, these states feature tetraradicals
character. Consequently, their description requires methods for strongly correlated systems. We
have been successfully employing spin-flip methodology to tackle these states.

To derive insight from electronic structure calculations, one would like to be able to analyze
the character of complicated multi-configurational wave functions in terms of local excitations,
charge-resonance, and ME character. Such wave function analysis is also important for developing
and validating model Hamiltonians (e.g., excitonic models). We have introduced a new method
for quantifying the contributions of local excitation, charge resonance, and ME configurations

in correlated wave functions of bi- and multi-chromophoric systems.>* The approach relies on



fragment-localized orbitals and employs spin correlators.>* The cumulant analysis can also be
employed to analyze electronic structure of other strongly correlated systems, such as molecular
magnets.

Figure 2: Covalently linked cofacial
alkynyltetracene dimers from Ref. 8.
The dimer on the left panel (BET-B)
shows fast end efficient SF, whereas the
structure on the right (BET-X) does not
produce triplets. The calculations sug-
gested excimer formation as a possible
explanation for this behavior. The cal-
culations of energies and couplings at
excimer structures also provide an in-
direct support for Schmidt’s hypothesis,
which attempts to reconcile the observed
temperature-independent rate of the ME
state formation in solid tetracene with
endoergicty of the SF process.

Motivated by vigorous experimental efforts, we have investigated electronic structure factors in
covalently linked tetracene dimers.®? Using covalent linkers, relative orientation of the individual
chromophores can be controlled, maximizing the rates of SF. Structures with coplanar and stag-
gered arrangements of tetracene moieties (see Fig. 2) have been found to exhibit rather different
photochemical behavior.® The electronic structure calculations and three-state kinetic model for
SF rates provided explanations for experimentally observed low SF yields in coplanar dimers and
efficient SF in staggered dimers.®? The calculations illuminated the role of the excimer formation
in SF process. The structural relaxation in the S; state leads to the increased rate of the ME state
formation, but impedes the second step, separation of the ME state into independent triplets. The
slower second step reduces SF yield by allowing other processes, such as radiationless relaxation,
to compete with triplet generation. The calculations of electronic couplings also suggested an in-
creased rate of radiationless relaxation at the excimer geometries. Thus, the excimer serves as a
trap of the ME state. We also investigated the effect of covalent linkers on the electronic factors
and SF rates. We found that in all considered structures, the presence of the linker leads to larger
couplings, however, the effect on the overall rate is less straightforward, since the linkers generally
result in less favorable energetics. This complex behavior once again illustrates the importance
of integrative approaches that evaluate the overall rate, rather than focusing on specific electronic
factors such as energies or couplings.

2.3 Developing efficient tools for high-performance computing

We have extended our libtensor library to massively parallel platforms and to GPUs. Libtensor
is an open-source general tensor library designed for high-performance implementations of many-
body theories. The library features a convenient C++ API facilitating the implementation of
complicated equations. The original version was multi-core parallel. We extended the library to
distributed massively parallel architectures via the fusion with CYCLOPS. The code shows good
scaling and enables large-scale coupled-cluster and equation-of-motion calculations. The paper
presenting initial benchmarks has been submitted for publication.

We also developed a new hardware-agnostic contraction algorithm for handling contractions



of tensors of arbitrary symmetry and sparsity. The algorithm is implemented as a stand-alone
open-source code libxm and is also integrated with libtensor, and with the Q-Chem quantum
chemistry package. The new code enables canonical all-electron coupled-cluster and equation-
of-motion coupled-cluster calculations with single and double substitutions with over 1,000 basis
functions on a single quad-GPU machine. These results are being finalized for publication.

3 Current developments and future plans

In the near future, we plan to complete benchmarking of the new tensor contraction algorithm
and publish the results. Our renewal proposal (2016-2019) included the following projects: (i)
investigating spin-forbidden channels in combustion; (ii) implementing non-adiabatic couplings
within EOM-CC; (iii) validating the theory for calculating ionization/detachment cross-sections;
(iv) including contributions from resonance channels to cross-sections; (v) developing theory and
computational tools for modeling XAS. Due to a significant budget cut, we anticipate that the
progress will be slow. In the near future, we will primarily focus on topics (ii) and (iii).
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Abstract

We describe a method, that we call data projection onto parameter space (DPPS), to
optimize an energy functional of the electron density, so that it reproduces a dataset of
experimental magnitudes. Our scheme, based on Bayes theorem, constrains the
optimized functional not to

depart unphysically from

existing it ab initio functionals. 3

The resulting functional

maximizes the probability of

being the ""correct” l

parametrization of a given o 2 , ‘

functional form, in the sense of =

Bayes theory. The application

of DPPS to water sheds new 1

light on why density functional

theory has performed rather

poorly for liquid water, on what o0 1 > 3 4 1
k

improvements are needed, and
on the intrinsic limitations of the
generalized gradient
approximation to electron
exchange and correlation.

o]

(6]

N

w

n

—_

o

F

Histogram of the electron density of the water
molecule, in the equilibrium geometry, as a function

Finally, we present tests of our of wavevectors kg = (3.752.9)” 3 and .kG =IVol/p. The
water-optimized functional, that labels C, H, L, and T indicate regions of parameter
we call vdW-DF-w, showing that ~ SPace dominated by the real-space regions of the
oxygen core, hydrogen atoms, lone pairs, and

it performs very well for a ) ’ ; )
electron tails, respectively. Atomic units are used.

variety of condensed water
systems.

In a second part, we present a method to evaluate the convergence of different parameters
in ab initio molecular dynamics (AIMD). Monitoring convergence, as a function of basis
set size and other precision parameters, is a necessary but costly process. It generally
involves a new simulation for each parameter value, whose comparison is hindered by the
statistical errors of each simulation. We describe an efficient method to monitor



convergence, using simple ideas from perturbation theory and thermodynamic
integration. It involves comparing results with different parameters, for a moderate set of
snapshots taken from a single simulation. We show how the convergence of many
thermodynamic and structural properties can be accurately assessed as a function of
typical precision parameters of AIMD simulations. While the changes of convergence
tests are generally small, we show that our technique is useful to address even much
larger changes, like those involved in comparing different electron density functionals.
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Abstract

A precise accounting for electronic correlation effects is necessary for quantum mechanical calculations to reliably yield
accurate results in molecular and solid-state systems. Correlation can be conceptually divided into weak correlations due to
electrons avoiding one another because of the repulsive Coulombic interaction, and strong correlations which arise from
quasi-degeneracies. Weak correlations can be handled by expansion about a mean-field reference state, while the hallmark of
strong correlation is that the mean-field picture is qualitatively incorrect. Consequently, systems for which both kinds of
correlation are important are exceptionally difficult to treat. Unfortunately, such problems are also ubiquitous.

In this proposal, we are exploring novel route toward combining techniques developed over the years to describe these two
separate kinds of correlation into one powerful tool capable of treating all correlation effects on an equal footing. Strong
correlations are taken into account by symmetry-projected mean-field methods, and the residual weak correlations are
included using coupled cluster theory. We are implementing and testing the basic theory and plan to extend it to the
calculations of properties, energy derivatives, and excited states. The combination of symmetry-projected mean-field
techniques on the one hand and coupled cluster on the other will greatly extend the ability of quantum chemistry to accurately
describe important physical and chemical processes, ranging from catalysis to superconductivity.

In this presentation I will discuss a novel theory based on a general polynomial ansatz of non-exponential type that is similar
in spirit to single-reference coupled cluster doubles. It describes static and strong correlations quite accurately by
incorporating symmetry projected collective states. The model, christened Polynomial Similarity Transformation (PoST), can
be viewed as an interpolation between coupled cluster doubles (CCD) and symmetry projected Hartree-Fock-Bogoliubov.
From the CCD perspective, the theory incorporates disconnected terms that model the effect of higher cluster operators. But
fundamentally, the theory stands on its own as an effective two-body renormalization based on non-unitary similarity
transformations. Mathematical details about the theory and our first results can be found in the preprint posted here:
http://arxiv.org/abs/1512.06111
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Anders M. N. Niklasson
Next generation molecular dynamics using graph-based electronic structure theory

Anders M. N. Niklasson
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Abstract

Molecular dynamics simulations,
where the forces are calculated on
the fly from the electronic
structure, are limited either to
fairly small systems sizes or short
simulation times. Recently we
have found that graph theory
provides a  very efficient
framework to calculate the
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electronic structure theory. (19,945 atoms) as a function of the number of partition-optimized

Together with our development of subgrap_h communities using linear scaling sparse matri_x algebrain
a next generation quantum based E}(::(l)];;rlson to our highly scalable graph-based electronic structure
molecular dynamics, which

combines some of the most

powerful features of Car-Parrinello and regular Born-Oppenheimer molecular dynamics,

the graph-based approach provides stable, highly accurate, and long-term energy
conserving simulations within a highly scalable, low pre-factor linear scaling effort.
Apart from quantum based molecular dynamics simulations, a number of applications can

take direct advantage of our new formalism, including, for example, constrained and
excited state molecular dynamics for charge transfer and photovoltaic systems as well as
molecular dynamics driven sampling techniques. These developments are currently being
pursued as well as some new opportunities that may enable a direct coupling of the
evolution of the molecular trajectories to an on-the-fly spin dynamics.
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Next Generation First Principles Molecular Dynamics
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The work described in this report was
enabled by our algorithms for constructing
quasi-diabatic representations of adiabatic
potential energy surfaces (PESs) coupled by
conical intersections, for both bound (used
in our treatments of nonadiabatic
photoelectron spectroscopy) and dissociative
(used to treat nonadiabatic
photodissociation) systems .
The projects discussed in this report were
made possible by a generous grant of
computer time from NERSC.

WORK COMPLETED.
A. Representing PESs coupled by conical
intersections for molecules comprised of 10 to
15 atoms: C¢HsOH(X ) + hv > C¢HsOH(A)
> CHO(X, A+ H
The photodissociation of  phenol,
CeHsOHX'A)*hv > CHsOH >
C6H50()~(2B1,A2B2) + H is a problem of
considerable current interest. Our goal in
this project was to enable nonadiabatic
dynamics of unprecedented accuracy by
constructing  coupled  diabatic  state
representations of the relevant adiabatic
potential energy surfaces and their
nonadiabatic interactions using exclusively
electronic structure data, energies, energy
gradients and derivative couplings of the
highest quality. During the current
performance period we have accomplished
this goal, completing construction of a
coupled diabatic state representation of the
So, S1, Sz, states of phenol capable of
describing the above noted photodissociation
processes. Ab initio electronic structure
data for the 1,2,3,4'A states was obtained
exclusively from a multireference single and
double excitation configuration intersection
(MRCISD) expansion comprised of over 88
million configuration state functions (CSFs).
Electronic structure data at ~7300 nuclear
configurations was required to construct the
Hd. In a subsequent paper? we showed how

the accuracy of the existing coupled diabatic
surfaces could be improved by small shifts of
two of the diabats. The shifts improved the
energetics in the Franck-Condon region, the
To(S1) is within 55 cml of an accurate
experimental value, without degrading the
representations elsewhere. This
representation of a three electronic state
photodissociation process in a molecule with
33 degrees of freedom based exclusively on
electronic structure data obtained from
accurate MRCISD wave functions is unique

and will provide unprecedented
opportunities for studying nonadiabatic
photodissociation.

In this regard, this representation is
currently being used by Hua Guo's group at
University of New Mexico to study the
photodissociation  process using fully
quantum mechanical reduced dimensionality
models. Studies incorporating the geometric
phase effect in the adiabatic representation
are also beginning.

Work in Progress/Future Work
A. Nonadiabatic Photoelectron Spectra
We are continuing our work in the area of
nonadiabatic photoelectron spectroscopy
investigating the photoelectron spectrum of
cyclopentoxide which has been measured in
Continetti's UC San Diego laboratory.’
Cyclopentoxide
During the previous performance period we
established that cyclopentoxy, which can be
viewed as a substitutional isomer of methoxy
whose ground state is a Jahn-Teller distorted
2E state, has a low-lying excited state coupled
to the ground state by a conical intersection
seam.* This, previously unanticipated, low-
lying seam is expected to complicate
considerably the description of the electron
photodetachment spectrum of the precursor
anion, cyclopentoxide. During the current
performance period, we have advanced closer
to our goal of simulating the low energy
photoelectron spectrum of cyclopentoxide,



complementing the  work of Continetti.
Using an expansion of greater than 19
million CSFs, based on cc-p-VTZ basis sets
on carbon and oxygen, and cc-p-VDZ basis
sets on hydrogen, we are constructing a
coupled diabatic state representation of the
adiabatic potential energy surfaces and their
nonadiabatic interactions in the full 39-
dimensional internal coordinates space

B. Multichannel PESs coupled by conical
intersections: The photodissociation
CH,OH(D,) +hv = CH,OH(D,, D,;)>
CH,O(X)+H, CHOH(X) [cis/trans] +H

The captioned nonadiabatic photodissociation
has been studied experimentally in Reisler's
USC laboratory.” The accurate simulation of
this  photodissociation  process,  requires
construction of a coupled diabatic state
representation of the adiabatic potential energy
surfaces and their nonadiabatic interactions.
This is a partcularly challenging problem. Not
only are three electronic states involved but
three product channels, corresponding to the
production of CH,O or CHOH(cis/trans) must
be simultaneously described.

We are extending our previously published
initial full 9 dimensional, 3 quasi diabatic state,
representation of the Dyand D, states® to include
D,. The description is based exclusively on an
MRCISD expansion of ~67 million CSFs which
is capable of describing all channels in the above
captioned reaction.
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Conical intersections are key to the description

of the dissociation process providing valuable
mechanistic insights into the nonadiabatic
events. The figure above compares the ab initio
and H! determined Dy — D, seams in the vicinity
of the minimum energy crossing point in the
CH,0O-H dissociation channel. None of these ab
initio points were included in the data used to
build H. Only the minimum energy crossing
(at R(O-H) ~ 2.6 a; ) was so included. The
agreement between the H® and ab initio
determined energies is seen to be excellent.
Similarly good agreement is found for the g and
h vectors. These results strongly support the
ability of our representation to accurately
describe the vicinity and locus of a conical
intersection seam.

In the figure below classical trajectory surface
hopping techniques based on H® were used to
simulate kinetic energy release (KER) spectra
reported by Reisler,” .
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in which CH,O + H is the principal product.
Note that each figure is based on five thousand
trajectories which would not be possible using
direct dynamics. An analysis of the trajectories
shows that the slow hydrogens are produced in
an indirect or quasi-statistical manner, with a
hop to Dy preceding a significant residence on
Dy prior to H dissociation. On the other hand,
the fast hydrogens are produced by trajectories
that, while they may oscillate on D, prior to a
surface hop, following transfer to D, the H
dissociates directly.

Representing Adiabatic Potential Energy
Surfaces coupled by conical intersections

Arbitrary units (a.u.)




We close this report with a description of the
algorithm we have developed, as part of this®
and other funded research,’ to construct coupled
diabatic states representations of global adiabatic
PESs coupled by conical intersections. The
method is a generalization of the approach we
originally developed to treat the coupled bound
states encountered in nonadiabatic photoelectron
spectroscopy.  The resulting quasi diabatic
representations of coupled adiabatic PESs enable
accurate dynamics studies, avoiding the
accuracy limitations inherent in the dynamics on
the fly approach usually used. The following
aspects of our approach are key:

(i) The representation is based on electronic
structure data, energies, energy gradients and
derivative couplings obtained from MRCISD
wave functions using analytic gradient
techniques. Using a recently reported® diabat
shifting approach energies obtained using the
most accurate wave functions available can be
incorporated into the fit.

(ii)) The incorporation of energy gradient and
derivative coupling data dramatically reduces
the number of geometries at which data is
required enabling the treatment of molecules
with ~ 10-15 atoms.

(iii) The use of derivative coupling data allows
us to construct demonstrably quasi-diabatic
representations and provides for an accurate
representation of the neighborhood of a conical
intersection seam of two or three states.

(iv) The electronic structure data are calculated
at points determined by quasi classical surface

hopping trajectories (QCT) obtained using
Truhlar's ANT program. This allows us to
construct representations for which the
electronic structure is well reproduced in all
regions sampled by the nuclear dynamics.

(v) We use Nuclear Permutation Inversion
symmetry rather than point group symmetry.
This facilitates incorporation of proper
permutational symmetry in the evaluation of
off-diagonal matrix elements in the quasi-
diabatic Hamiltonian.

(vi) H’ can smooth the irregularities in the
electronic energies attributable to the orbital
changes in the active space that are inherent to
nonadiabatic processes.
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Molecular Dynamics Simulation on a Light-Harvesting Molecular Triad in Explicit
Tetrahydrofuran Solvent Using Polarizable Force Fields

Margaret S. Cheung
University of Houston, Department of Physics, Houston, Texas 77204, United States

Abstract

A light harvesting molecular triad is ——— —

50

a synthetic molecule with covalent bonding
between pyrolle-fullerene (Cgo), diaryl-
porphyrin (P), and carotenoid polyene (C)
components. It is a donor-acceptor
supramolecule that absorbs incident light in
the visible region[1]. Charge separation
upon electron excitation generates a giant
dipole moment of ~150 Debye with a
lifetime of ~300 ns[2]. However, its » 0o 2
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its use for real-world applications. The long-
term goal of our research is to understand
the relation between the distribution of the

Figure 1. 2-D probability contour plots as a function of
end-to-end distance and pseudo-dihedral angle of
molecular triad for (left) non-polarizable force fields

conformations of molecular triad that | (NFF) and (right) polarizable force field (PFF).

depends on solvent and its overall efficiency in charge transfer.

Our group employed molecular dynamics simulations with non-polarizable force fields showed
the structural stability of the triad for the ground and excited states [3-5]. Although the simulations with
non-polarizable force fields describe the thermodynamics and structural properties of the triad well, they
lack the effect of induced polarization that is critical to the charge transfer properties of organic
photovoltaic (OPV) materials. This past year, we parameterized the polarizable force fields[6] for the
individual component of the molecular triad as well as the THF solvent by matching their ensemble
properties from simulations against the experimental measurements. We employed the Replica
Exchange Molecular Dynamics simulations (REMD) to enhance the sampling of this very large system.
We plotted the 2-D distribution plot with the end-to-end distance and the pseudo-dihedral angle of a
molecular triad in Fig 1. The distribution of the triad from the simulations using the polarizable force
fields is noticeably sharper than the non-polarizable ones. After the structural analysis, we found that
the induced polarization stabilizes the rotational isomerization of the polyene chain that gives a sharp
peak in Figl.

Our next step is to develop the polarizable models for the excited states that dictate the efficiency
or pathways of charge transfer in collaboration with Profs Barry Dunietz and Eitan Geva. The effect of
the induced polarization and solvent chemical structure on the triad conformational landscape will be
studied in details. The size of our simulations is exceptionally large that takes extraordinarily long time
to converge. In order to expedite the simulation, we plan to compile the AMBER12 program with
OpenACC to tap into the newly installed accelerators on the high performing computers from NERSC.
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Polarizability trends in clusters: measures of metallicity
Koblar A. Jackson
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Abstract

Our research explores the physics and chemistry of atomic clusters, with a
particular interest in cluster-based catalyst systems. Clusters are ultra-small
particles containing up to only a few hundred atoms. At this sub-nanometer scale,
nearly all the atoms are on the cluster surface and can participate in catalytic
reactions. In contrast, most atoms in larger particles are locked away in the interior
where they are unavailable for reactions. This makes clusters extremely “atom
efficient” as catalysts, which can be valuable for expensive catalysts such as Pd and
Pt. Another important feature of clusters is that their properties are size dependent.
For example, Au and Ag are chemically inert as bulk metals but become catalytically
active at small cluster sizes. The main thrusts of our program are therefore 1) to
explore the evolution of cluster properties as a function of size and 2) to investigate
the reactivity of model cluster-based catalyst systems and especially how that
differs for smaller and larger clusters.

Recent work in our group has focused on the polarizability of clusters, i.e. the
response of clusters to an applied electric field. We study this using density
functional theory (DFT) calculations and a scheme for partitioning the response into
charge transfer (metallic) and local dipole (dielectric) contributions. We find that
clusters of metal atoms have a per atom charge transfer response that is identical to
that of the corresponding bulk metal even at sizes as small as 10 atoms, with minor
fluctuations at specific sizes that are related to electronic shell closings. This
behavior appears universal, as it describes a range of metals including Na, Al, Cu,
and Zn. This is remarkable since other properties of the clusters are far from being
bulk-like, most notably the HOMO-LUMO gap which can be very large in small
clusters.

Current work on Siy over sizes ranging from N = 2 to 147 shows that these clusters
are much more polarizable on a per atom basis than the semiconducting bulk solid.
The figure below shows a plot of the per atom total polarizability and its charge
transfer and local dipole contributions vs N-1/3 for these clusters. (N-1/3 scales like
1/R for a spherical cluster, where R is the cluster radius). The dipole and charge
transfer contributions follow linear trends that are easily extrapolated to the bulk
size limit where the dipole part vanishes and the charge transfer part has a value of
approximately 31 Bohr3/atom. The latter is much larger than 25 Bohr3/atom, the
per atom polarizability of bulk silicon, and close 32 Bohr3/atom, the value for a



metal with the same volume per atom as
silicon. The behavior of the dipole term is
exactly the same as seen in clusters of metal
atoms, providing additional evidence of
metallic behavior in the clusters. It can be
shown to stem from induced dipoles in the
atoms at the cluster surface. Also
consistent with metallic behavior is the fact
that the interiors of the clusters are
strongly screened from the external field.
An intriguing question that arises from this
study is “At what size does Sin begins to
show a dielectric response?”.

Other work in our group involves studies of
CumPdn clusters and their reactivity toward
Hz. Our future plans include cluster-size
studies of polarizability in insulating
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Fig. 1 Per atom total (black), charge transfer (red),
and dipole (blue) polarizabilities of Siy vs. N-1/3. The
dotted lines reflect trends. The large size limit for the
charge transfer contribution is 31 Bohr3/atom.

clusters and the impact of the residual self-interaction of electrons in DFT on

calculated results for cluster-based catalyst systems.
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Density functional simulations in the presence of environment

Pl: Rajendra Zope, Department of Physics, University of Texas at El Paso.
email: rzope@utep.edu

Project scope: The project aims to improve the scalability of our electronic structure
software for investigation of ground and excited state properties of molecular systems in
the presence of an environment. The code (http://quantum.utep.edu/?g=node/3), which
has a number of unique features, implements Kohn-Sham formulation of density
functional theory using Gaussian basis sets and employs an optimal variational mesh.
The code was parallelized nearly two decades ago using MPI within a master-slave
paradigm which allowed routine simulations of systems containing about 200 atoms with
basis functions of the order of 4000 basis functions with 2 million grid points. The
project goal is to improve its scalability to study the ground and excited state properties
of organic systems in the presence of explicit environment.

Technical progress and future work: To improve the scalability in memory, two
approaches were used. The largest memory consuming part in the code is the storage
of Hamiltonian and Overlap matrices, followed by the storage of the eigenvectors. The
storage of the Hamiltonian and Overlap matrices was already minimized by using the
packed storage format. As the systems size increases the reduced overlap between
the basis functions on distant atoms results in increase in the sparsity of these matrices.
The first approach to reduce memory demand exploits the sparsity to store only the
nonzero elements using sparse storage formats. This allowed simulations of the
systems containing up to 23000 basis functions using all available processors on the
nodes of hopper (2Gb/node). To go beyond these system sizes, we used distributed
storage of arrays using the block cyclic distribution. In this case the Hamiltonian,
Overlap, and the eigenvectors are distributed in the block cyclic fashion. Since each
processor holds only a small part of matrix, much larger systems could be studied. This
approach also allowed us to speed up the construction of Hamiltonian and Overlap
matrices significantly faster compared to the original master-slave paradigm. For
example, 20% speed up was noted for a test calculation of reaction center in
photosystem 1 performed on Hopper (at NERSC) using 312 processors and using 6-
311G** basis set. This performance further improves with basis set size. In the same
calculation of reaction center with a basis set roughly twice as large
(NRLMOL/Pederson-Porezag basis set) 60% speed up was obtained. As the system
size gets larger, the Hamiltonian and Overlap matrices become sparse. While this
implementation is very useful as it eliminates memory bottleneck, there are some
disadvantages. As a consequence, in building Hamiltonian matrix some tasks may not



have sufficient work to do resulting in load im balance. Another disadvantage is that
storing the eigenvectors in block-cyclic fashion results in a lot of communication when
these eigenvectors are needed for construction of density matrix or Kohn-Sham orbitals.
Future work is planned to overcome these issues by using hybrid programming by
means of new shared memory features in the MPI-3 and to speed up part of codes by
rewriting them to make use of these developments. We also plan to incorporate
environment effects by means of simplified models such as using effective fragment
potential method or PCM model.

Applications: The resultant code was applied to investigate the electronic structure of
carotene-porphyrin-fullerene triad in the presence of a polar solvent. The experimental
estimate of the charge transfer excitation energy is about 1.2 eV in dimethyl
tetrahydrofuran which is lower than the theoretical value calculated using the
perturbative delta-SCF method. To investigate the effect of solvent on the energetics,
we performed molecular dynamics simulation of the triad in water. Due to the
availability of good quality force field parameters, water was chosen to represent the
polar solvent. The triad was immersed in 15866 water molecules and kept frozen in the
molecular dynamics simulations. The intermolecular interaction in water was described
using CHARMM-TIP3P potential. The simulations were performed for 10 nanosecond
with time steps of 1 femtosecond. From the molecular dynamics trajectory of the last 9
nanoseconds, 41 snapshots were selected for density functional theory (DFT)
calculations. The DFT calculations were performed in different charge states to obtain
the ionization energies and electron affinities. This was done in three different ways.

Figure 1 Porphyrin-Fullerene-Carotenoid triad in explicit water

In the first case, all water molecules were represented by point charges in all 41 DFT
calculations in three charge states. In the second case, an average electrostatic
potential of all snapshots was used in the DFT calculation. In this case, only one DFT
calculation is needed for each charge state which results 