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Engineering and Science

Executive Summary

The urgent demand for new energy technologies has greatly exceeded the capabilities

of today’s materials and chemical processes. To convert sunlight to fuel, efficiently store
energy, or enable a new generation of energy production and utilization technologies
requires the development of new materials and processes of unprecedented functionality
and performance. New materials and processes are critical pacing elements for progress in
advanced energy systems and virtually all industrial technologies.

Over the past two decades, the United States has developed and deployed the world’s most
powerful collection of tools for the synthesis, processing, characterization, and simulation
and modeling of materials and chemical systems at the nanoscale, dimensions of a few
atoms to a few hundred atoms across. These tools, which include world-leading x-ray and
neutron sources, nanoscale science facilities, and high-performance computers, provide

an unprecedented view of the atomic-scale structure and dynamics of materials and the
molecular-scale basis of chemical processes. For the first time in history, we are able to
synthesize, characterize, and model materials and chemical behavior at the length scale
where this behavior is controlled. This ability is transformational for the discovery process
and, as a result, confers a significant competitive advantage.

Perhaps the most spectacular increase in capability has been demonstrated in high-
performance computing. Over the past decade, computational power has increased by a
factor of a million due to advances in hardware and software. This rate of improvement,
which shows no sign of abating, has enabled the development of computer simulations and
models of unprecedented fidelity.

We are at the threshold of a new era where the integrated synthesis, characterization,

and modeling of complex materials and chemical processes will transform our ability to
understand and design new materials and chemistries with predictive power. In turn, this
predictive capability will transform technological innovation by accelerating the development
and deployment of new materials and processes in products and manufacturing.

Harnessing the potential of computational science and engineering for the discovery and
development of materials and chemical processes is essential to maintaining leadership in
these foundational fields that underpin energy technologies and industrial competitiveness.
Capitalizing on the opportunities presented by simulation-based engineering and science
in materials and chemistry will require an integration of experimental capabilities with
theoretical and computational modeling; the development of a robust and sustainable
infrastructure to support the development and deployment of advanced computational
models; and the assembly of a community of scientists and engineers to implement this
integration and infrastructure. This community must extend to industry, where incorporating
predictive materials science and chemistry into design tools can accelerate the product
development cycle and drive economic competitiveness.




The confluence of new theories, new materials synthesis capabilities, and new computer
platforms has created an unprecedented opportunity to implement a “materials-by-design”
paradigm with wide-ranging benefits in technological innovation and scientific discovery.
The Workshop on Computational Materials Science and Chemistry for Innovation was
convened in Bethesda, Maryland, on July 26—27, 2010, to assess the potential of state-
of-the-art computer simulations to accelerate understanding and discovery in materials
science and chemistry, with a focus on potential impacts in energy technologies and
innovation. Sponsored by the Department of Energy (DOE) Offices of Advanced Scientific
Computing Research and Basic Energy Sciences, the workshop brought together 160 experts
in materials science, chemistry, and computational science representing more than 65
universities, laboratories, and industries, and four agencies.

The workshop examined seven foundational challenge areas in materials science and
chemistry: materials for extreme conditions, self-assembly, light harvesting, chemical
reactions, designer fluids, thin films and interfaces, and electronic structure. Each of these
challenge areas is critical to the development of advanced energy systems, and each can be
accelerated by the integrated application of predictive capability with theory and experiment.

The workshop concluded that emerging capabilities in predictive modeling and simulation
have the potential to revolutionize the development of new materials and chemical
processes. Coupled with world-leading materials characterization and nanoscale science
facilities, this predictive capability provides the foundation for an innovation ecosystem that
can accelerate the discovery, development, and deployment of new technologies, including
advanced energy systems. Delivering on the promise of this innovation ecosystem requires
the following:

* Integration of synthesis, processing, characterization, theory, and simulation
and modeling. Many of the newly established Energy Frontier Research Centers
and Energy Hubs are exploiting this integration.

® Achieving/strengthening predictive capability in foundational challenge
areas. Predictive capability in the seven foundational challenge areas described in
this report is critical to the development of advanced energy technologies.

* Developing validated computational approaches that span vast differences in
time and length scales. This fundamental computational challenge crosscuts all of
the foundational challenge areas. Similarly challenging is coupling of analytical data
from multiple instruments and techniques that are required to link these length and
time scales.

* Experimental validation and quantification of uncertainty in simulation
and modeling. Uncertainty quantification becomes increasingly challenging as
simulations become more complex.

* Robust and sustainable computational infrastructure, including software
and applications. For modeling and simulation, software equals infrastructure. To
validate the computational tools, software is critical infrastructure that effectively
translates huge arrays of experimental data into useful scientific understanding. An
integrated approach for managing this infrastructure is essential.

e Efficient transfer and incorporation of simulation-based engineering
and science in industry. Strategies for bridging the gap between research
and industrial applications and for widespread industry adoption of integrated
computational materials engineering are needed.
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Materials science and chemistry:
Pathway to innovation

One can describe the history of civilization as a series of breakthroughs in materials science
and chemistry. Beginning with the Stone Age, we have progressed through Bronze, Iron,
Nuclear, and Silicon ages. Materials lend their names to ages because materials define
technological capabilities. Advances in materials and chemistry have shaped history and the
balance of economic and military power: iron and steel, gunpowder, ammonia synthesis,
antibiotics, uranium and plutonium, silicon-based electronics. Materials and chemistry
have enabled modern civilization, providing a pathway to innovation in industry, energy,
agriculture, national security, health, and information technology.

Energy technologies

It has been more than 100 years since the first solar cell, the first electric car, and the first
rechargeable battery. Fossil power plants operate at two-thirds of their optimal efficiency
and release large quantities of greenhouse gases, and a half century after the first nuclear
power plant we have yet to reach consensus on fuel cycles or the disposal of spent fuel.

None of these technologies are close to meeting their full

potential, and the availability of advanced materials and Advances in materials
chemical processes is the principal technological barrier. science and chemistry enable

Virtually all energy technologies are limited by the technological revolutions

performance of materials. For fossil and nuclear electric
power, we need materials that can operate at greatly increased temperatures in extreme
environments of corrosion and radiation. Such materials could increase the efficiency of
existing technologies by as much as a third. We need materials and chemical processes that
can efficiently separate greenhouse gases from effluent streams in conventional fossil plants,
and that can separate and safely store radioactive materials from nuclear plants. We need
materials that drive down the cost of solar cells while increasing their efficiency. We need
materials and chemical processes for batteries that enable utilization of electric vehicles and
intermittent solar and wind energy by storing electrical energy at densities that rival liquid
fuels. We need lightweight materials for transportation and catalysts for the direct conversion
of sunlight to fuels. There are no known fundamental barriers to these innovations, but they
represent significant challenges to our science and technology.




Industrial competitiveness

Materials science and chemistry also underpin industrial competitiveness. Pick a technology
and you will find that progress depends on advances in materials and chemistry: electric
motors on compact, high-field magnets; batteries on electrolyte materials and chemistries;
solar cells on thin-film materials technology; computer chips on nano-

materials fabrication; polymers and plastics on chemical catalysts; Predictive capability
steel on alloy science. will drive innovation
The company or nation with the best environment for discovering and competitiveness

and deploying new materials and chemical processes that transform
products and technologies will be more competitive than less innovative and agile companies
or nations. These transformational advances will create new industries and force the
evolution of others. They are rational scientific and technical goals that are well within sight.
They will be achieved: The question is how quickly and by whom.

Simulation-based engineering and science offers a significant opportunity to increase
industrial competitiveness by reducing design times, accelerating the development and
incorporation of new materials and processes, and minimizing testing requirements. The
development and application of a predictive capability to facilitate the development of
industrial products, processes, and technologies are transformational. This can be seen

in the early application of Integrated Computational Materials Engineering (ICME) in

several industry sectors including aircraft, automobiles, and manufacturing. ICME, based

on integrated simulation of complex materials and manufacturing systems, has reduced
prototyping times and accelerated deployment. Reductions in testing requirements by factors
of up to seven, acceleration of deployment times by factors of two to three, and cost savings
of tens to hundreds of millions have been reported. Predictive capability for the performance
of materials and chemical systems is essential to this process.

Predictive capability also drives technological innovation. Advanced technologies typically
require increasingly complex materials systems and processes. This complexity is a
challenge for traditional development strategies due to the extensive parameter space that
must be explored. Predictive capability based on simulation-based engineering and science
offers the opportunity to significantly expand this parameter space while lowering both
costs and development times. This will accelerate the replacement of rare or nondomestic
source materials (such as rare earths for magnets or lithium for batteries) with abundant
materials, the discovery of new materials with tailored properties, the deployment of “green”
technologies and processes with lower environmental impact and improved performance,
and the development of advanced manufacturing technologies with improved efficiency and
flexibility. By accelerating the development and deployment of complex materials systems
and processes, predictive capability will drive innovation and economic competitiveness.




Accelerating discovery and innovation
In materials science and chemistry

The challenge of complexity

Advanced materials share a common characteristic: They are complex. Achieving the
required performance gains depends on exploiting the many degrees of freedom of materials
development including multiple chemical components, nanoscale architectures, and tailored
electronic structures. This introduces enormous complexity in the discovery process,
complexity that must be understood and managed.

Early steels consisted of three to four essential chemical components and a relatively simple
microstructure. Today’s advanced high-strength, high-temperature steels average six to
eight chemical components and require complex, multiphase nanostructures. The parameter
space for exploration has increased enormously, making continued development by trial and
error impractical.

New catalysts are needed to improve the efficiency of industrial processes, make effective
use of bioenergy, and drive energy conversion and environmental mitigation processes.
There are billions of options: chemical combinations, local morphologies, atomic-scale
structure. Sifting through the options using predictive modeling is the only intelligent and
efficient path forward.

The superconductors of the 1980s were typically two-component systems with a simple
crystal structure. Today’s high-temperature superconductors boast four or more chemical
components, layered architectures, and sensitive electronic doping. This trend is also apparent
in new high-field magnetic materials that derive their properties from the interaction of
multiple chemical elements in complex microstructures. Again, high performance comes with
a significant increase in complexity—and with a corresponding need to narrow discovery
possibilities to a manageable number of the most promising options.

Leveraging new capabilities in nanoscale science
and technology

Across the spectrum of new materials and chemical processes, discovery is increasingly

confronted with complexity. We do not have the time or resources to explore all the options
experimentally. The only solution is materials and chemistry by design, using new synthesis
and characterization tools, theory, and simulation and

modeling to understand complex materials and chemical We do not have the time or
systems and predict the most promising research directions. resources to explore all the

Over the past two decades, the United States has developed options by trial and error.

and deployed the world’s most powerful collection of tools

for the synthesis, processing, characterization, and simulation and modeling of materials
and chemical systems at the nanoscale, dimensions of a few atoms to a few hundred
atoms across. This length scale is critical, because the nanoscale is where the properties of
materials and chemical reactions are determined. These tools, which include world-leading
x-ray and neutron sources, nanoscale science facilities, and high-performance computers,
provide an unprecedented view of the atomic-scale structure and dynamics of materials and
the molecular-scale basis of chemical processes. For the first time in history, we are able
to synthesize, characterize, and model materials and chemical behavior at the length scale
where this behavior is controlled. This ability is transformational for the discovery process
and, as a result, confers a significant competitive advantage.




The role of simulation-based engineering and science

Perhaps the most spectacular increase in capability has been demonstrated in high-
performance computing. Over the past decade, computational power has increased by a
factor of a million due to advances in hardware and software. This rate of improvement, which
shows no sign of abating, has enabled the development of computer simulations and models of
unprecedented fidelity and speed. We are at the threshold of a new era where the integrated
synthesis, characterization, and modeling of complex
materials and chemical processes will transform our ability ~VWe are at the threshold of a new

to understand and design new materials and chemistries era where predictive modeling will
with predictive power. This has profound implications for the transform our ability to design new
pace of discovery and the creation of new technologies. materials and chemical processes.

Simulation-based engineering and science has accelerated
progress in scientific understanding and technology development by enabling complex systems
such as astrophysical and climate phenomena, aircraft wings, and integrated manufacturing to
be explored rapidly and efficiently. This leads to new scientific understanding of systems that
are too large for experimental study, reduced time and cost of prototyping, and accelerated
deployment of new technologies. The United States has a commanding presence in
computational science with leadership positions in high-end computing infrastructure and high-
performance scientific applications, but the penetration of this capability has been slow and
uneven. Harnessing the potential of computational science and engineering for the discovery
and development of materials and chemical processes is essential to maintaining leadership in
these foundational fields and their downstream energy and industrial applications.

Capitalizing on the opportunities presented by simulation-based engineering and science in
materials and chemistry will require an integration of experimental capabilities with theoretical
and computational modeling; the development of a robust and sustainable infrastructure

to support the development and deployment of advanced computational models; and the
assembly of a community of scientists and engineers to implement this integration and
infrastructure. The experimental facilities are in place, and the computational power is
available. The goal is leadership in predictive materials science and chemistry—predictive
power to accelerate discovery and innovation in materials and chemical processes that enable
energy technologies and drive industrial competitiveness.
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Foundational challenges in predictive materials
science and chemistry

Materials for extreme conditions: Controlling microstructures

The availability of structural materials that can operate at extreme values of temperature,
stress and strain, pressure, radiation flux, and chemical reactivity is the principal limiting
factor in the performance of many energy systems. Fossil power plants, nuclear plants,
and transportation systems all operate at lower efficiencies due to the limitations of existing
structural materials. Impressive gains in efficiency of 30% and more can be achieved by the
development of new materials capable of withstanding these demanding conditions.

The failure of materials, often at one-tenth or less of their intrinsic limits, is not understood.
Understanding failure and achieving intrinsic properties require bridging length and time
scales from molecular structures and their interactions to continuum models of bulk
components. Central to this challenge is predicting and controlling the microstructure—the
complicated arrangement of crystalline grains, defects, interfaces, and impurities that make
up the microscale structure. Microstructure is key to understanding damage processes,
preventing failure, and enhancing performance.

The design space of modern structural materials is huge—much too complex to explore by
trial and error. Predictive modeling is needed to guide experiments in the most productive
directions, to accelerate design and testing, and to understand performance. State-of-
the-art computational tools allow scientists to calculate from first principles the interactions
that dominate microstructural behavior, while experimental tools can now provide time-
resolved measurements on real materials to validate these models. This integration of
theory, simulation, and experiment will accelerate materials discovery and innovation. Key
to achieving these advances is verification, validation, and uncertainty quantification of the
computer models. Physical measurements must be made at relevant length and time scales
and compared directly with theory and simulation.

The time is ripe for development of a sustained effort in integrated computational materials
engineering. The lack of new materials is a critical factor in design and manufacturing,

and a barrier to sustained competitiveness. The outcome of this effort will be the rapid
development and deployment of new materials that can be incorporated in energy

systems and manufacturing. This can increase the efficiency of power plants and
transportation systems, significantly reduce requirements for physical testing, and increase
competitiveness by achieving improved functionality and reduced time-to-market of a wide
variety of products and technologies.
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The microstructure of a material controls a wide

range of important properties, including strength,
fatigue, high-temperature performance, corrosion,

and radiation resistance. While there is substantial
qualitative understanding of microstructural evolution,
there are no predictive models that link materials
processing to resultant microstructures. Further, there
is a lack of understanding of the connections between
microstructure and materials performance. The new
generation of synchrotrons, neutron sources, and
synthesis and characterization equipment, together with
recent computational and algorithm advances, provides
an opportunity for the first time to envision designing
microstructures for specific purposes and bringing them
to fruition in real materials.

The potential impact of optimizing performance through
engineered microstructures by design is huge. A recent
National Academies report (see below) documents Ford’s
success in using integrated computational materials
engineering to develop quantitative prediction of materials
properties based on processing history. This has provided
a substantial return on investment by reducing design
times, lowering development costs, and accelerating the
product cycle. The capability to tailor materials for specific
applications, such as radiation environments, will become
increasingly important as materials properties are pushed to
their theoretical limits. Recent successes in demonstrating
fourfold increases in the strength of advanced steels point
to the dramatic gains that can be made.

Realizing this vision will require integrating and

linking models that capture the multitude of individual
physical phenomena that dictate material performance
(microporosity, grain size, multiple phases, precipitates,
etc.) and their effect on properties (fatigue, creep strength,
corrosion, radiation resistance, etc.). This will also require
close collaboration across the synthesis, characterization,
theory, and computational communities, as well as
sustained efforts in the related computer science,
mathematics, and information science fields. Finally,
integration with industry will be essential to develop and
transfer the new computational tools and ensure their
applicability to industry needs.

Early impacts of simulation-based engineering and science in industry (from top): virtual aluminum casting at Ford

(7:1 return on investment), airframe design and manufacturing at Boeing (estimated 3—4 year reduction in material
certification time), diesel engine brought to market solely with modeling and analysis tools at Cummins (reduced
development time and improved performance), new tire design at Goodyear (threefold reduction in development time).
From Integrated Computational Materials Engineering: A Transformational Discipline for Improved Competitiveness
and National Security, National Academies Press (2008) and Goodyear Puts Rubber to the Road with High Performance
Computing, Council on Competitiveness (2009).
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Designing and engineering materials
at the nanoscale: Understanding and
controlling self-assembly

Designer materials made of pre-programmed building
blocks that spontaneously organize into structures with
unique and complex properties currently exhibited

only by biological systems have long been a dream

of technologists. Structures whose constituents can
assemble, disassemble, and reassemble autonomously
or on command enable materials capable of self-repair,
multi-tasking, and even shape-shifting—properties
known throughout the biological world. Imagine coatings
that can change color or toggle between translucent
and opaque on cue; sensors that can detect, trap, and
dispose of pathogens; materials that can self-regulate
porosity, strength, water or air resistance, elasticity, or
conductivity—all these and much more are possible
through self-assembly.

Importantly, self-assembly also permits material structures
far more complex than traditional metals, ceramics, and
polymers, with many levels of hierarchical organization
and compartmentalization typical of biological structures
such as cells and organelles. Such structural complexity is
demanded by the sophisticated properties and behavior
we desire of next-generation materials capable of meeting
future energy demands—especially active materials, which
must perform functionally in ways not possible today for
traditional, nonbiological matter.

Over the past decade, investments and advances in
nanoscience have made possible the creation, imaging,
characterization, and manipulation of highly complex
building blocks ranging from single molecules to
supramolecular objects nanometers to microns in size—

Scales of Assembly

These images show examples of assembly phenomena
at various scales. (Left) Patchy particle nanocolloids and
their assemblies predicted by coarse-grained models
and Brownian dynamics simulations (courtesy of

C. R. lacovella and S. C. Glotzer, University of Michigan).
(Right) Coarse-grained simulation of hexadecanic

acid (yellow and dark blue) and cholesterol (red and
turquoise) in water which represents a simple skin lipid
material. The lipids self-assemble into an experimentally
observed bilayer and demonstrate that shortening the
acid tails destabilizes the bilayer due to decreased solubility of the
acid, while longer acid tails lead to bilayer unzipping (courtesy of

precisely the size range needed for the “bricks and mortar”
of next-generation, self- assembled materials. Nanoparticles
and colloids of nearly any shape, made of metals,
semiconductors, and/or polymers, and functionalized with
organic molecules and biomolecular ligands—including
proteins, viruses, and DNA—as well as other chemical
“hooks” are now possible. As a result, vast palettes of
designer building blocks, in many cases coupled with
solvents that play an active role in mediating interactions,
are at hand, with the propensity for self-assembly into
structures of unprecedented complexity and function.

The design space for self-assembled materials is now

so vast that computational tools are required for the

rapid screening and prototyping of building blocks that

will predictably self-assemble into desired structures. In
recent years, promising new theoretical and computational
approaches to the study of self-assembly have emerged
to guide experiments, but these are in their infancy. At the
same time, continued investments in high-performance
computing (HPC) have produced computing platforms

that are now fast enough to permit predictive simulations
of self-assembly for complex building blocks, and new
experimental probes promise the needed resolution of
nanoscale structure to monitor assembly processes in

situ, parameterize models, and validate simulations.

These combined advances in synthesis, characterization,
and modeling capabilities set the stage for a tipping

point in our ability to discover the underlying principles
controlling self-assembly, and to develop robust, predictive
simulation-based tools to achieve materials by design.

Predictive capabilities for materials self-assembly
To fully master the science and engineering of self-

assembly requires rapid and integrated progress on
several related fronts of discovery and innovation. It
requires harnessing the often competing theoretical

K. R. Hadley and C. McCabe, Vanderbilt University).



Self-assembly and reconfigurability of nanomaterials

By combining organic and inorganic matter into hybrid building blocks,
hierarchically ordered nanostructures can be achieved through self-
assembly. The image at left shows the predictions of computer simulations
of polymer-tethered rod-like nanoparticles. Depending on rod length,
different structures result. Each structure exhibits different geometries and
consequently different properties. By using “active” nanorods capable of
lengthening and shortening, simulations show how the assemblies can be
made to be reconfigurable, toggling among different structures on command.

principles of thermodynamics and kinetics in materials
comprised of complex molecular and supramolecular
building blocks whose shapes and interactions can result
in kinetic traps that prevent assembly into equilibrium
structures. It also requires discovering and applying the
principles of statistical thermodynamics in active systems
and systems driven far from equilibrium, as in biological
systems, in which the constant input of energy creates
and stabilizes structures. Finally, it requires developing
simulation-based design tools that enable both the
prediction of structures and their properties from building
blocks and the rapid prototyping and reverse engineering
of building blocks designed and pre-programmed to
assemble into target structures.

Such advances are possible within the next few years due to
the anticipated rapid convergence of synthesis capabilities,
experimental probes, theoretical understanding, computing
hardware, and scale-spanning algorithms. In particular,
innovative high-resolution experimental probes (high-
resolution X-ray and neutron scattering, super-resolution
scanning optical microscopy, real-time 3D nanotomography,
cryo-transmission electron microscopy, scanning probe
microscopies, and others) allow for direct measurements

of building block interactions and in situ, real-time
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Courtesy of T. D. Nguyen and S. C. Glotzer, ACS Nano 4(5), 2585-94 (2010).

monitoring of the various stages of self-assembly. Since
many of the most interesting new building blocks (such

as DNA-functionalized nanoparticles) combine biological
and nonbiological matter, new experimental probes will

be needed. On the HPC side, graphics processing units, or
GPUs, developed by the billion-dollar video game industry
already provide up to 1000-fold speedups in simulations
that are highly “data parallel,” including those used to
study self-assembly (molecular dynamics, path sampling,
phase diagram mapping, energy minimization, etc.). These
architectures are ideal for rapid searching and optimizing
of large design spaces, but significant code development
will be required to utilize this new platform effectively

as codes developed over the past one to two decades

for serial or massively parallel CPU architectures cannot
simply be ported to GPUs and perform optimally. Once
rapid, high-throughput assembly prototyping for arbitrary
building blocks is achieved, open databases and digital
libraries for broad classes of self-assembling materials will
be needed to expedite model and code validation. The new
simulation capability that will result from these coordinated
investments will revolutionize our ability to predict, model,
and design self-assembled materials with desired functional
properties for a broad host of energy and other applications.

(Above) Multimillion, all-atom molecular dynamics simulation of an assembled actin filament (shown in ribbon
representation). The simulation results show that the conformation of the monomer binding loop (red) has dramatic
effects on the structural and mechanical properties of actin (courtesy of J. Pfaendtner, D. Branduardi, T. D. Pollard,
M. Parrinello, and G. A. Voth).



Light harvesting: Photons to energy

Developing future molecular, polymeric, and hybrid
materials for harvesting and converting energy from
sunlight requires sophisticated computational search
strategies to find the optimal combination of organic

and inorganic materials that can harvest light from the
entire solar spectrum. Designing materials for such light
collection requires capture of the infrared and ultraviolet
parts of the solar spectrum and is expected to involve
strategies based upon intermediate band gap materials,
plasmonic excitations in clusters and molecules, and
optimized thermoelectrical conversion complexes.
Requisite to finding the optimal solar-harvesting “needle” in
the materials genome “haystack” is the ability to accurately
determine how any material specimen absorbs energy

at every color of light (frequencies) delivered by the sun.
Additional challenges are to determine the mechanisms by
which the absorbed energy (exciton) migrates through the
system prior to splitting into charges (electrons and holes)
that are converted to electricity or chemical bonds.

In addition to the computational design of materials for
solar cells, photosynthetic mimics, and photochemical
pathways to fuels, the need to computationally predict
and optimize a material’s or chemical’s propensity toward
absorption and transfer of optical energy is ubiquitous and
relevant to several energy technologies including

* radiative energy transfer in combustion,
® photocatalysis, and
* interfacial charge transfer.

Computer simulation and prediction of electronic excited
states and their interactions with light and vibrations in
molecules and materials can be pursued using several
different techniques that have been developed during
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the past decade but need further refinement. Examples

of such capabilities include the solution of the time-
dependent hybrid density-functional theory coupled
cluster equations, the Bethe-Salpeter equations, and the
so-called GW equations. However widespread use of
more than any one of these methods by experts in the
fields of computational chemistry and materials science is
rare, and significant but well-defined efforts are required
to avail all electron dynamics and excited state methods to
a broad swath of the academic, laboratory, and industrial-
based scientific community.

For light-harvesting systems, interest is in understanding
phenomena associated with timescales for charge/energy
transport that are comparable to the reorganization time

of the surrounding solvent. Accounting for such dynamics,
especially in a realistic environment containing defects,

is difficult but can be obtained from first-principles
calculations such as quantum mechanics/molecular
mechanics (QM/MM). However there is no unified or
universal code that embodies these powerful methods, and
the development of such a tool would enable the routine
simulation of light harvesting in realistic systems. To directly
simulate and understand the transfer of electrons from

an adsorbed photoexcited dye molecule at the solid-liquid
interface, semiclassical dynamical approaches relying upon
publicly available force fields and quantum-mechanical
methods are required. Additionally, one must account for
dissipation and transport through the electrode.

National materials and chemistry

computational networks

As shown in recent work by Ceder, Jacobsen, Norskov, and
others, itis now possible to scan hundreds of thousands

of possible combinations of elements across the entire
periodic table, suggesting many new materials solutions
that far exceed the traditional intuition of experts in

1000 nm

Design of molecular and polymer-based solar cells

Solar energy harvesting and processing requi