Summary: We have developed stochastic modeling methods for systems without separation of scale, such as the ones that occur in hydrodynamics, plasmas, geophysics, and neuronal networks.

Most problems in science are too complicated for a full computer description—because there are too many variables, and/or there are not enough data, and/or the models are incomplete. Standard tools for dealing with such problems involve stochastic modeling—the replacement of the "less important" variables by random variables subject to statistical constraints. This is in general difficult, so earlier workers have focused on cases in which there is separation of scales—i.e., the variables that are modeled statistically are smaller and faster than the ones that are actually computed. Under these assumptions one can show that the variables that are omitted can be modeled as white noise; this is the world of Langevin equations, Fokker-Planck equations, fully described in many standard textbooks. It is often said that there can be no stochastic modeling without separation of scales.

However, it has been known for many years that the assumption of separation of scale fails, and fails badly, for many important cases; these cases include all hydrodynamic systems, including the weather system, as well as neuron dynamics in biology. Many of the failures in the modeling of such systems, including the difficulties of large eddy simulation in turbulence, can be ascribed to the use of separation of scale assumptions where such assumptions do not hold (and we have produced simple but dramatic examples demonstrating the point).

We have set out to rectify this situation and we have succeeded. Over a period of about 10 years we developed a general methodology and theory for making predictions on the basis of partial models and partial data ("optimal prediction"). The general formalism we have produced, based on a combination of probability and of methods borrowed from statistical mechanics, is in principle "optimal" in that it provides a solution which is best in a statistical sense. The formalism is however complicated and hard to use. The main difficulty is that solutions based on a partial description necessary involves a non-
Markovian memory (as we have proved in great generality), and the determination of the kernel that represents this memory is very laborious. If one adds to our theory an assumption of separation of scale one sees that the memory becomes short, and one recovers the standard methods, with an occasional improvement in cases where the separation of scales is weak.

More important, using our general framework, we succeeded in deriving a new, unexpected, and simple, formalism for modeling underdefined systems where there is no separation of scale and where, as a consequence, the memory is long. We think that this is a major breakthrough which opens many new avenues for the computer modeling of complex systems. We have carried out a number of test calculations for problems whose solution is known to test the ideas in practice.

We have also carried out a number of real applications, in particular to finance and to molecular dynamics. The most dramatic, which is being written up now, is the numerical determination of the decay rates of homogeneous turbulence. Though this is not a full solution of the turbulence problem-the decay problem is a special case-yet it is, to our knowledge, the first numerical determination of a property of fully developed turbulence from first principles.
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