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Foreword

This volume summarizes the 2005 Research Meeting of the Atomic, Molecular and Optical Sciences (AMOS) Program sponsored by the U. S. Department of Energy (DOE), Office of Basic Energy Sciences (BES), and comprises descriptions of all of the current research sponsored by the AMOS program. The research meeting is held annually for the DOE laboratory and university principal investigators within the BES AMOS Program in order to facilitate scientific interchange among the PIs and to promote a sense of program identity.

In addition to presentations by our principal investigators, we have continued our tradition of inviting distinguished plenary speakers. This year, we are delighted that Peter Weber from Brown University agreed to join us to present his work on ultrafast molecular dynamics with ultrashort electron pulses. We gratefully acknowledge the contributions of all of this year’s speakers.

Despite perennial budget uncertainty, the BES/AMOS program continues to be vibrant and forward moving, thanks to our scientists and the outstanding research they perform. We were pleased to be able to initiate five new grants in the past year, three to theorists and two to experimentalists, enhancing the program in areas of ultracold atoms and molecules and in high-field physics. We also launched new ultrafast laboratories at Lawrence Berkeley and at Stanford, and many of our principle investigators have been involved in planning research for the Linac Coherent Light Source. We are indebted to all of the members of the scientific community who have contributed valuable time toward the review of colleagues' proposals, either by mail review of grant applications or on-site reviews of multi-PI programs. These thorough and thoughtful reviews have been central to the continued vitality the AMOS Program.

Thanks also to the staff of the Oak Ridge Institute of Science and Education, in particular Sophia Kitts, and Kellye Sliger, and to the Airlie Conference Center for assisting with logistical aspects of the meeting. Last but not least we thank our colleagues in the Chemical Sciences, Biosciences, and Geosciences Division - Diane Marceau, Robin Felder, and Michaelena Kyler-King - for their indispensable behind-the-scenes efforts in support of the BES/AMOS program.
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Ultrafast molecular dynamics with ultrashort electron pulses

Peter Weber
Department of Chemistry
Brown University
324 Brook Street
Providence, RI 02912

The talk explores different approaches to study transient molecular structures using electron scattering. We show that electron energies ranging from only several eV, to the range of traditional high-energy electron diffraction (20 - 40 keV), all the way to the relativistic MeV range can be employed, with each electron energy regime offering unique advantages. As a model system we use tertiary amines, which are excited to either the 3p or the 3s Rydberg states by excitation with an ultrashort laser pulse. The ensuing dynamics is probed with electrons. In the low electron energy regime, Rydberg fingerprint spectroscopy is shown to provide a tool for time-dependent structure characterization. True time-dependent molecular structures are revealed by medium energy (20 keV) regime, pump-probe electron diffraction. Finally, the potential of ultrafast-pulsed relativistic (5 MeV) electron diffraction to solve molecular dynamics problems is highlighted. The potential benefits and advantages of the different electron energy regimes are contrasted and discussed.
ATTOSECOND SCIENCE: GENERATION, METROLOGY & APPLICATION

LOUIS F. DI MAURO
The Ohio State University
Department of Physics
Columbus, OH 43210
dimauro@mps.ohio-state.edu

1. PROGRAM SCOPE

The primary objective of the “Attosecond Science: Generation, Metrology & Application” grant at The Ohio State University (OSU) is the exploration of the physics that could result in the production of light pulses with both the time-scale and the length-scale each approaching atomic dimension. In other words, the formation of kilovolt x-rays bursts with attosecond \( (10^{-18}) \) s duration.

The strategy is to utilize the frequency scaling of the strong-field phenomenon of high harmonic generation for producing a broadband frequency comb of short wavelength radiation. In the frequency domain the harmonic comb is a powerful laboratory source of short wavelength coherent light. In the time-domain, proper synthesis of the frequency comb will yield a train of pulses or a single pulse with attosecond \( (10^{-18}) \) s durations. The scientific importance of breaking the femtosecond barrier is obvious: the time-scale necessary for probing the motion of an electron(s) in the ground state is attoseconds (atomic unit of time \( = 24 \) as). The availability of such attosecond pulses would allow, for the first time, the study of the time-dependent dynamics of correlated electron systems by freezing the electronic motion, in essence exploring the structure with ultra-fast snapshots, then following the subsequent evolution using pump-probe techniques. The explicit dynamics of excited states of atoms could be followed characterizing, for example, processes like autoionization or non-adiabatic transitions during atomic collisions. These pulses also would allow investigations of the dynamics of bond breaking and formation during chemical reactions. Such studies would lead ultimately to developing new more fundamental methods for the complete quantum control of electron dynamics. All of these areas of science are well centered in the scientific scope of DOE Basic Energy Sciences (BES).

2. RECENT PROGRESS

The efforts in FY05 focused on building both the experimental and theoretical tools needed to perform the work outlined in the proposal. The progress included:

1. Building the infrastructure in the DiMauro laboratories in the newly constructed Physics Research Building (PRB) at The Ohio State University.
2. Reestablish the functionality of the laboratory apparatus moved from Brookhaven National Laboratory (BNL) to OSU.
3. Develop theoretical methods for testing and guiding the attosecond experiments.

The PI and the majority of the group (3 Stony Brook physics graduate students and one post-doctoral research associate) moved to OSU from BNL in October 2004. The new laboratories in PRB were scheduled for completion at that time but an unanticipated failure in the buildings mechanical systems delayed the completion of the construction for several months. The PRB did not receive occupational safety certification until February 2005. Nonetheless the DiMauro group was given special dispensation by the University Architectural Office to begin establishing some of the laboratories infrastructure prior to this date although with significant constraints. At the time of this writing, the basic infrastructure (HVAC, processed chilled water, computer networking, cable trays, electrical and safety systems) needed for laboratory operation is ready. The group is now in the process of rebuilding the laser and vacuum systems.
The laboratory space consists of three rooms totaling 3,000 ft$^2$. The rooms are configured to allow optical access from the main laser clean room area (1,800 ft$^2$) to the adjacent target rooms (600 ft$^2$ each) where the experiments are conducted. As seen in Fig. 1, the main laser room consists of four optical bench setups totaling 325 ft$^2$ of vibrationally damped table space. Each table set supports a laser systems and associated diagnostics that will provide one of the three colors (0.8 µm, 2 µm and 4 µm) of intense ultra-short pulses needed for this project. All the laser systems operate at a minimum of one kilohertz repetition rate. The 2 µm and 4 µm laser systems were functional at BNL but as these lasers are being rebuilt at OSU a number of improvements are being implemented either to enhance laser performance or reliability.

In the photograph to the far left the blue semi-transparent curtains surround each table set for environmental control and laser safety. The back table set houses the 4 µm laser system which consists of a synchronized titanium sapphire and Nd:YLF amplified laser systems, the 4 µm light is derived as the difference frequency between these two colors. The new additions to this systems include a new Nd:YLF oscillator (Time-Bandwidth Lasers) for more stable performance and shorter pulse, 80 fs, titanium sapphire operation (the BNL system was 2 ps) and a multi-pass titanium sapphire amplifier for improved energy output. At the time of this writing both the titanium sapphire and Nd:YLF sections are operational and production of the 4 µm light is underway. It is anticipated that the 4 µm system will be functional by early August 2005.

Also shown in the same figure is the 2 µm laser system on the near left table set. A number of improvements have been added to this system and are operational. The 100 fs titanium sapphire oscillator has been replaced with a new 8 fs oscillator (Nanolayers Venteon broadband oscillator). The CPA has been redesigned and constructed with a band-pass for 25 fs amplified operation. Currently a multi-pass titanium sapphire power amplifier is being added to the system for 6 mJ pulse operation. The 2 µm pulses are generated using a commercial optical parametric amplifier (Quantronix Topas OPA visible in lower left-hand corner of figure) purchased as part of this contract. This system should be operational by September 2005.

Figure 1: From left to right the photos are the main laser clean room, attosecond target room and scaled interaction target room in the new Physics Research Building at OSU.

In the same figure the near right optical table set will house the commercial (Femtolaser Produktions) titanium sapphire amplifier laser system with carrier-envelope phase stabilized output. At the time of this writing the system has been installed but the performance did not meet specifications. Prof. DiMauro is working with the vendor to rectify this problem.

Parallel construction of the experimental rooms is progressing. The middle photograph in Fig. 1 shows the attosecond target room. A harmonic test-stand is under construction for characterizing the frequency comb of the high harmonic light interacting with a long wavelength (2 µm and 4 µm) fundamental field. The vacuum box with the Plexiglas covered flange is a 0.7 m Hettrick x-ray imaging spectrometer on loan from the AMOP group (L. Young-group leader) at Argonne National Laboratory. The vacuum chamber on the optical table is the harmonic source chamber. It is anticipated that the harmonic test-stand will become operational in September 2005. A separate vacuum apparatus for
performing applications with attosecond pulses is being designed under the supervision of Prof. Agostini. The apparatus will consist of a harmonic source chamber, a transport section with XUV focusing optics and an experimental science chamber for conducting attosecond experiments. The science chamber will incorporate a COLTRIMS design for both electron and ion detection. An end of year schedule for completion of the attosecond application apparatus is expected.

The photograph of the scaled interaction target room is shown on the right in Fig. 1. The apparatus in this room will be used to continue the scaled interactions of alkali atoms with an intense long wavelength fundamental field started at BNL. The required apparatus needed for the first set of experiments (pictured on the optical table) is nearly complete. We anticipate that this apparatus will start producing data by the end of September using the 4 \( \mu \)m source.

In order to investigate the validity of the classical scaling of harmonic and attosecond generation discussed in our original proposal we have initiated a 3-D quantum mechanical treatment of the problem. Our analysis is capable of studying various inert gas atoms at different wavelengths. The calculations are based on numerical solutions of the time-dependent Schrödinger equation using a single active electron (SAE) approximation. We calculate both the photoelectron energy distribution and the high harmonic spectral and phase distributions. The CPU intensive calculations are being performed with time allocations at the Ohio Supercomputing Center. The post-doctoral research associate, Dr. Jennifer Tate, supported on this contract is conducting this work.

![Figure 2: Quantum mechanical TDSE calculation using a SAE approximation of argon harmonic emission at 0.2 PW/cm
^2 with 0.8 \( \mu \)m (blue) and 2 \( \mu \)m (red) fundamental driver fields. The 2 \( \mu \)m cutoff energy is 180 eV.](image)

Figure 2 shows some of our results for argon high harmonic emission excited by both an 8-cycle 0.8 \( \mu \)m and 2 \( \mu \)m fundamental field. The 0.8 \( \mu \)m calculation (blue line) is in agreement with the experimentally measured harmonic plateau seen for argon, which has a cutoff at approximately 50 eV. However, argon atom exposed to a 2 \( \mu \)m fundamental field at the same intensity shows a plateau with similar strength that extends well beyond the 140 eV limit of the plot. In fact the harmonic cutoff is at 180 eV, not shown in the figure. Thus the quantum calculation agrees with the semi-classical analysis and verifies the viability of our strategy for producing shorter wavelength harmonic emission. Furthermore, the expected \( \lambda^2 \) decrease in harmonic emission due to the wave packet spread is not as severe as predicted analytically since the classical analysis does not account for the higher-order trajectories. Our harmonic test-stand apparatus will be invaluable in providing a direct quantitative comparison between experiment and theory, which has been for the most part overlooked.

Less obvious but equally compelling in the long wavelength scaling strategy proposed by the Ohio State group is the ability to create shorter attosecond pulses. As presented in our original proposal, quasi-classical analysis show that by virtue of the longer wavelength drive field a more effective synchronization of the classical trajectories can result in a shorter attosecond burst. The improvement in optimum pulse duration scales classically as \( \lambda^{-3/2} \). For example, the 2 \( \mu \)m and 4 \( \mu \)m fundamental driver should yield attosecond pulses that are at least 4-times and 10-times shorter, respectively, than currently
possible with titanium sapphire. We are focusing our numerical efforts for investigating this classical prediction.

3. FUTURE PLANS

The future aim of the program can be categorized as:

1. Utilize the scaled interactions approach to test fundamental concepts of attosecond generation and metrology.
2. Realize novel arrangements using the scaled interaction approach for advancing the development of high harmonic and attosecond generation.
3. Utilize the wavelength scaling of strong-field interactions to push high harmonic generation into kilovolt photon energies (x-rays) while defining new limits on attosecond pulse durations. The goal is the unprecedented development of light pulses that can achieve both the atomic time and length scales.
4. Develop advance metrology for short wavelength pulse characterization and provide fundamental tests of known metrology against direct measurements utilizing the scaled interaction approach.
5. Initiate a program in attophysics: applications of attosecond light pulses.
6. Establish and maintain a working attosecond source at OSU based on a carrier envelope phase (CEP) stabilized few-cycle near infrared laser system.
7. Advance the optical technology needed for the routine production of attosecond x-rays.

4. DOE SPONSORED PUBLICATIONS

Program Description

We are investigating aspects of the development and use of compact coherent soft x-ray sources based on fast capillary discharges and high order harmonic up-conversion, and soft x-ray laser amplification. These sources are very compact, yet can generate soft x-ray radiation with peak spectral brightness several orders of magnitude larger than a synchrotron beam line. In relation to source development, we are exploring the generation of high harmonics in a pre-ionized medium created by a capillary discharge. The use of pre-ionized nonlinear media may make it possible to generate coherent light at > 1 KeV photon energy, by reducing ionization-induced defocusing of the incident laser. Other recent results includes the successful development of a 10 Hz repetition rate desk-top size 46.9 nm wavelength laser for photochemistry applications. This new laser source is currently routinely used as a single photon ionization source in nanocluster spectroscopy experiments.

Discharge-created plasma waveguides for high harmonic generation from ions

We are investigating the generation and quasi-phase-matched generation of high harmonics of femtosecond Ti:Sa laser pulses ($\lambda = 800$ nm) in a plasma waveguide created using an electrical capillary discharge plasma columns with a selected degree of ionization. Such pre-ionized nonlinear media may

Figure 1. (left) photograph of the capillary discharge plasma waveguide device operating in argon gas The capillary has a diameter of 200 micrometers and a length of 5 cm. (right) Spectra of the plasma showing the temporal evolution of the intensity of Ar I, Ar II and Ar III lines in a 200 um diameter capillary discharge plasma for three different discharge currents. The data shows the degree of ionization can be selected by adjusting the discharge current.
lead to the generation of coherent light at photon energies > 1 KeV. In this scheme, an electrical discharge creates a totally ionized medium, which the degree of ionization is selected by the choosing the amplitude of the discharge current through the capillary in which the high-harmonic driving laser will propagate. This provides access to significantly larger ionization potential values than those of neutral atoms, contributing to the generation of shorter wavelengths. The driver laser intensity can be significantly increased before tunnel ionization again becomes an important loss. This should result in an increase in the cutoff energy and also significantly reduce the driver laser energy loss due to optically-induced ionization and correspondingly higher high harmonic generation (HHG) generation efficiency. Finally, the radial distribution of the electron density profile in the capillary plasma is concave, generating an index guide. This allows for a reduced laser intensity at the walls of the capillary, making it possible to guide pulses at the higher intensities required for shorter wavelength HHG, without damage to the walls.

With this objective we have developed and characterized a discharge-ionized gas-filled capillary channel in which both the degree of ionization and the electron density profile can be tailored for propagation of an intense ultrashort laser pulse. A photograph of the compact discharge is shown at the left of figure 1. Using a two-temperature one-dimensional Lagrangian hydrodynamic/atomic code developed at CSU we have predicted the characteristics of the capillary plasmas and the discharge parameters that are required to optimize the degree of ionization and the guiding for HHG generation. Current pulses of about 1 µs duration and 10-150 A amplitude were used to create plasma channels in 200-250 µm diameter capillary tubes. In this discharges the dynamics of the plasma is dominated by ohmic heating and heat conduction losses. Shortly after the initiation of the current pulse the plasma expands as a result of the larger temperature increase in the axial region of the plasma due to ohmic heating. The outer region of the plasma remains colder due to heat conduction to the capillary walls. This generates a radial electron temperature profile with maximum on axis and minimum at the capillary wall. This concave electron density profile gives origin to an index of refraction distribution with maximum on axis, that guides the laser light. Figure 1 (right) shows the relative intensity of lines from Ar I, Ar II and Ar III spectra as a function of capillary discharge current for discharge currents of 50, 70 and 100 A. The data shows it is possible to select the degree of ionization by controlling the discharge current. This plasma waveguide can reliably operate at repetitions rates up to 100 Hz, which is unprecedented for a discharge designed for laser guiding.

Plasma guiding results

We have studied the propagation of a 800 nm wavelength laser beam in plasma channels generated by pulse-discharge excitation into a 5 cm long quartz capillary 200 micrometers in diameter filled with Ar pressures between 5 and 10 Torr. The plasmas were excited by current pulses of about 1 µs duration and amplitudes ranging from 10 A to 100 A. The laser pulses were generated by a Ti:sapphire laser and had an energy of a few millijoules and a duration of about 50 fs. The blue trace in figure 2 (top) shows the current pulse with an amplitude of about 55 A used to generate the plasma. The same figure shows the variation of the measured laser beam transmission thorough the capillary hannel. With the discharge off about 30 percent of the laser beam energy is guided thought the 5 cm long capillary tube. When the discharge is turned on and the plasma waveguide is formed the fraction of the beam energy guided through the channel increases to about 60 percent and remains at that level for the duration of the current pulse.
Figure 2. (top). The dots represent the fraction of the energy of the laser pulse that is guided through the 5 cm long capillary. When the discharge current (blue curve) is turned on, the intensity of the transmitted light increases to 60 percent. (bottom) near field images of the guided beam. The pattern of the guided beam improves greatly in presence of the discharge created plasma waveguide.

Figure 2 (bottom) shows a sequence of near field pattern of the laser pulse exiting the waveguide as a function of delay between the beginning the current pulse and the injection of the laser pulse. Prior to the formation of the discharge-crated plasma channel the beam pattern of the transmitted beam changes significantly from one shot to another, and does not present a well defined mode. In contrast, about 200 ns after the initiation of the discharge the guided beam displays a near Gaussian distribution with a beam diameter of about 150 µm. This beam profile, which corresponds to the fundamental mode of the guide, remains constant as a function of delay until the end of the current pulse. These measurements demonstrate that there is a temporal window of duration similar to that of the current pulse during which the plasma constitutes an excellent plasma guide for laser beams.

**Desk-top size soft x-ray laser as single-photon ionization source for the study of nanoclusters**

In a separate development a desk-size capillary discharge laser emitting at $\lambda =$ 46.9 nm (26.5 eV), which first prototype had been previously developed as part of this program, was installed in a photochemistry laboratory at CSU to be used as single photon ionization source for the study of the electronic structure of nanoclusters. Laser pulses with energy ~ 10 uJ are generated at up to 12 Hz repetition rate by single pass
amplification in a 21 cm long Ne-like Ar capillary discharge plasma column. The capillary lifetime was measured to be 2-3 \(10^4\) shots. This new type of portable laser is of interest for numerous applications requiring a compact intense source of short wavelength laser light. In the past several months this compact laser has been routinely used in mass spectroscopy studies. Molecules studied include ammonia, water and methanol nanoclusters. The use of 46.9 nm photoionization allowed the observation of methanol/water clusters not seen with VUV laser ionization. Through single photon ionization the reactivity and catalytic behavior of these molecules will also be studied.

Future plans During the next year of the project we will explore the generation of high harmonic from ions in these discharge-created plasma waveguides. Methods for quasi-phase matching will be developed.

Journal publications from DOE sponsored research 2002-05
The Kansas Light Source:
From a femtosecond to an attosecond facility
Zenghu Chang
J. R. Macdonald Laboratory, Department of Physics,
Kansas State University, Manhattan, KS 66506, chang@phys.ksu.edu

The goals of this aspect of the JRML program are (1) to generate few-cycle laser pulses for attosecond generation, (2) to study attosecond x-ray sources based on the polarization gating of high-order harmonic generation, and (3) to improve the resolution of ultrafast x-ray streak cameras.

1. High energy 6.2 fs pulses for attosecond pulse generation, Ghimire Shambhu, Chris Nakamura, Bing Shan, Chun Wang and Zenghu Chang.

The Kansas Light Source (KLS) at the J. R. Macdonald laboratory is an ultrafast laser facility for AMO studies [1-9]. For attosecond pulse generation and other applications, we investigated a novel method to increase the energy of the sub-10 fs pulses with the KLS [1]. The hollow-core fiber/chirped mirror compressor is one of the most effective ways to generate few-cycle laser pulses. It is believed that multiphoton ionization and self-focusing are the two dominating factors that limit the maximum input energy before the spatial mode of the output beam breaks. On one hand, the ionized gas causes the laser beam to defocus in the region close to the entry of the fiber and inside the fiber. On the other hand, the self-focusing transfers the energy of the pulse from the fundamental fiber mode to the higher order modes. The interplay between plasma defocusing and self-focusing makes the process even more complicated. Both multiphoton ionization and self-focusing (optical-Kerr effect) are nonlinear processes. For the same laser energy, the electric field strength is less for circular light than that of linear light. The nonlinear processes are weaker when the input pulses are circularly polarized due to reduction in the field strength. Because of the reduction in the field strength, both nonlinear processes are weaker when the input pulses are circularly polarized. Thus, we expected the fiber could work at a higher input energy level. The experiment was done with input energies up to 1.6 mJ from the Kansas Light Source, which operates at a repetition rate of 1 kHz at a central wave length of 790 nm. The FWHM of the measured pulse was 33 fs. The setup is shown in the top potion of figure 1.

The well characterized linearly polarized pulses passed through a zero-order quarter wave plate in order to vary the polarization state of the beam. The laser beam was focused by a plano-convex lens with a one meter focal length. The inner diameter of the hollow-core fiber is 400 µm and the length is 90 cm. The fiber was placed on a v-grooved aluminium rod kept in a pressurized chamber filled with Ar gas. The throughput of the fiber was 65-70% for both circular and linear polarization of the input. When the gas was pumped out, the output energy increased linearly as the input energy increased for both the circular and linear inputs. The spatial profiles of the output beam were identical for the circular and the linear input. When the gas pressure was 0.5 bar, the output energy was the same for the two polarization states at very low input energy (0.5 mJ).
The output energy did not increase linearly with the input energy for both polarization states. However, the deviation started at a lower input energy for the linear polarization than that for the circular polarization. The decrease of throughput with the increase of the input energy was accompanied by the degradation of the spatial profile. The spatial profile of the output beam started to degrade at a much lower input energy for the linear polarization than that for the circular polarization. For attosecond pulse generation, it is beneficial to use the lowest order spatial mode. However, the maximum output energy that still preserve the good spatial mode for the circular input was 0.79 mJ which is 1.5 time higher than that for the linear input. Moreover, the spectra of the output pulses were comparable for the two polarization states. The increase of the pulse energy by using circularly polarized input can be attributed to the suppression of ionization. The spectrum broadening in the fiber is caused mainly by self-phase modulation. Since self-phase modulation and self-focusing are from the same nonlinear effect (optical-Kerr effect), one can not reduce the self-focusing but maintain the self-phase modulation unchanged to obtain the required bandwidth. The order of nonlinearity of multiphoton ionization is higher than the third order optical-Kerr effect, thus it can be reduced more effectively when the field is changed from linear to circular polarization.

The spectrally broadened pulses emerging from the fiber were compressed by using chirped mirrors. When the input beam was circularly polarized, the pulse energy after the chirped mirrors and the collimation mirrors was 0.6 mJ. The energy of the 6.2 fs pulses is the highest energy achieved in argon with pulses duration less than 7 fs.
2. Towards single shot measurement of the attosecond XUV supercontinuum generated by a polarization gating, Mahendra Shakya, Steve Gilbertson, Bing Shan, Ghimire Shambhu, and Zenghu Chang

It has been demonstrated by the PI’s group experimentally that a supercontinuum covering the plateau and cutoff region is generated when the driving laser pulse with a time-dependent elliptically is composed by few-cycle pulses [10]. When polarization gating of high harmonic generation is done using sub-10 fs lasers, the harmonic spectrum is sensitive to the carrier-envelope phase (CE phase) of the lasers [11, 12]. If the harmonic spectra intensity is strong enough, it is possible to measure the CE phase of each laser pulse by observing the shot to shot variation of the harmonic spectra. We have worked on improving the yield of the attosecond supercontinuum and the detection sensitivity in order to measure the single shot spectrum.

The experimental setup for generating attosecond supercontinuum is shown in the bottom portion of figure 1. The circularly polarized laser pulse from the fiber was overcompensated for dispersion by using the chirp mirrors to give an estimated pulse of ~8 fs duration with 0.6 mJ energy onto the Ar gas target. A quartz plate with 0.5 mm thickness splits the circularly polarized pulse into two orthogonal, linearly polarized pulses delayed with each other by 15 fs, due to the different group velocities along and perpendicular to the optic axis. An achromatic quarter wave plate is placed after the quartz plate with its optic axis oriented 45 degree from that of the quartz plate. The wave plate combines the two linear pulses and converts them into a pulse with a time dependent ellipticity, i.e., the leading and training edge of the pulse is circularly polarized while the middle portion is linearly polarized. The portion with ellipticity less than 0.2 lasts only one half of a laser cycle, which is responsible to generate the high harmonic field. When the high harmonic spectra are measured with a spectrometer, phase offset between the carrier and the envelope of the pulse becomes an important factor. Our goal is to measure the carrier envelope phase of each laser pulse by measuring the polarization gated harmonic spectra. This method should be useful to the experiments that use lasers whose CE phase is not locked. A new XUV spectrometer that uses a toroidal grating was used to measure the spectrum, as shown in the figure. To further increase the signal of XUV spectrum we tuned the gas density at the interacting region in a gas cell to reach the phase matching condition. The measured harmonic spectrum integrated indicates that it is strong enough for a single shot measurement. We are also working on measuring the attosecond pulse duration [13].

3. Calibration of an accumulative x-ray streak camera with high harmonic pulses, Mahendra Shakya and Zenghu Chang

A streak camera with 280 fs resolution has been developed by our group [14, 15] for applications at the third and the fourth generation x-ray sources [16]. The resolution was measured with pulses centered at 260nm, i.e., the 3rd harmonics of the Kansas Light Source. The response time of the camera for x-ray/XUV can be different from that for UV, thus we plan to use the zero-order diffraction of the XUV grating in the attosecond pulse generation for the calibration of the streak camera.
Structure and Dynamics of Atoms, Ions, Molecules and Surfaces:
Strong-Field Molecular Physics

I. V. Litvinyuk, Physics Department, J.R. Macdonald Laboratory, Kansas State University,
Manhattan, KS 66506, ivl@phys.ksu.edu

The goal of this aspect of the JRML program is to study interactions of molecules with intense (>10^{13} W/cm^2) ultrashort (5 – 100 fs) laser pulses. That includes molecular alignment, high harmonic generation, single and multiple ionization, laser-induced rearrangement (isomerization), and Coulomb explosion of molecules. Our objective is to understand the detailed mechanisms of field-molecule interactions and, ultimately, to be able to control molecular processes using strong laser fields.

Recent progress and future plans:

1) Studying mechanisms of strong-field ionization of molecules

The purpose of this project is to understand detailed mechanisms and pathways of molecular ionization by intense laser pulses. We achieve this by analyzing charged reaction fragments (ions and electrons) using the “reaction microscope” (COLTRIMS apparatus). We conduct our experiments in the regime where the first ionization step is almost always tunneling. The mechanisms of further electron removal still remain very poorly understood, particularly in the case of molecules. Possible pathways include simple sequential tunneling mechanism, electron re-collision, enhanced ionization at critical distance, multi-photon excitation, shake-up/shake-off. Depending on pulse parameters (peak intensity, duration, frequency chirp) and particular molecule, various mechanisms can be operational, sometimes simultaneously, requiring various experimental approaches to disentangle them. The following are some examples of the studies we completed:

- Effects of orbital symmetries in dissociative ionization of molecules by few-cycle laser pulses
We have measured angular distributions of ion fragments produced in dissociative double ionization of CO, CO2, and C2H2 by intense ultrashort laser pulses. We found that for sub-10-fs pulses of sufficiently low intensity the fragments’ angular distributions for all studied molecules are determined by angular dependence of the first ionization step. Those experimental angular distributions were in good agreement with angular dependent ionization probabilities calculated with the molecular tunneling ionization theory. The measured angular distributions directly reflect the symmetry of the corresponding molecular orbitals. For higher laser intensities and longer pulse durations, dynamic alignment and post-ionization alignment start to affect the angular distributions and ion fragments are preferentially ejected along the laser-polarization direction.

- Resonant excitation during strong field dissociative ionization
We studied dissociative ionization of oxygen by intense femtosecond laser pulses with central wavelengths between 550 nm and 1800 nm, by measuring kinetic energy release spectra and angular distributions of fragments resulting from symmetric dissociation of doubly charged molecular ions (O_2^{2+} → O^+ + O^+ channel). Ability to vary the laser wavelength, utilizing our new optical parametric
amplifier (OPA), is important for elucidating resonant pathways, which are frequency dependent. We identify the dication excited state (B \(^3 \Pi_g\)) whose production depends resonantly on the laser wavelength. This presents unambiguous evidence in support of importance of the resonant excitation channels in strong field ionization of molecules (see Figure 1).

![Figure 1. (Left) KER spectra of correlated O\(^+\) fragments for different laser frequencies (B \(^3 \Pi_g\) state band is highlighted). (Right) Relative yield of B \(^3 \Pi_g\) dication as function of photon energy.](image)

- **Multi-photon resonant effects during single ionization in tunneling regime: Origin of the “dip” in longitudinal momentum distributions**

This study addresses the origin of recently observed structures in longitudinal ion recoil momentum distributions for single ionization in tunneling regime. It deals with an issue of more general interest (importance of multi-photon resonances in tunneling ionization) and was done not with molecules but with noble gas atoms (Ne and Ar). Since its recent observation, the origin of the “dip” at zero momentum in longitudinal recoil momentum distributions for Ne\(^+\) (and later for He\(^+\)) was a matter of some debate. Originally attributed to electron re-collision, it was also ascribed to influence of Coulomb potential of the ion on outgoing electron trajectories, and to a “discrete photon absorption mechanism in the tunnel regime”. To clarify the issue, we studied ionization of neon and argon by intense linearly polarized femtosecond laser pulses of different wavelengths (400 nm, 800 nm and 1800 nm) and peak intensities, by measuring momentum distributions of singly charged positive ions in the direction parallel to laser polarization. For Ne the momentum distributions exhibited a characteristic dip at zero momentum at 800 nm, a complex multi-peak structure at 400 nm and no structure at 1800 nm. Similarly, for Ar the momentum distributions evolved from complex multi-peak structure (400 nm) to a smooth distribution characteristic of pure tunneling ionization (800 nm high intensities and 1800 nm). In the intermediate regime (800 nm, medium to low intensities), for both molecules we observed recoil ion momentum distributions modulated by quasi-periodic structures usually seen in the photoelectron energy spectra in multi-photon regime (ATI spectra). Based on our results, we conclude that the central minimum, observed in Ne momentum distributions, should not be attributed to effects of electron re-collision, as was suggested earlier, but instead is due to multi-photon contribution to ionization, in agreement with recent interpretation by Faisal and Schlegel.

In the future, we are planning to measure complete 3D electron momentum distributions for single and double ionization of molecules in different ionization regimes. We will also study dependence of molecular ionization on carrier-envelope phase (CAP) of few-cycle pulses, taking advantage of future KLS CAP-stabilization/-determination capabilities.
2) **Studying mechanisms and dynamics of laser-induced Coulomb explosion of molecules**

* A. S. Alnaser, I. Bocharova, D. Ray, C.M. Maharjan, P. Ranitovic, Z. Chang, C. L. Cocke and I.V. Litvinyuk

The purpose of this project is to understand detailed mechanisms and dynamics of Coulomb explosion of multiply charged molecular ions produced by intense ultra-short laser pulses. Our ultimate goal is development of time-resolved Coulomb explosion imaging, which would allow us to directly follow evolving molecular structure in real time. Towards that goal we work on developing and refining laser pump-probe techniques with ultra-short (< 8 fs) pulses. Part of this effort, dealing with H₂/D₂ is covered by C.L. Cocke in his abstract (see his “Two-electron removal from small molecules by short intense laser pulses” and Figure 1). In a similar way we studied Coulomb explosion of highly charged N₂ and O₂ molecular ions using pump-probe technique. We observed ultra-fast dynamics for different dissociation channels of the two molecules. Similar to H₂, dissociating and oscillating branches are seen in the same experiment. We are planning to extend these studies to tri-atomic (CO₂) and four-atomic (C₂H₂) molecules.

3) **Strong-field experiments on dynamically aligned molecules**

* A. S. Alnaser, I. Bocharova, D. Ray, C.M. Maharjan, P. Ranitovic, Z. Chang, C. L. Cocke and I.V. Litvinyuk

In this project, we take advantage of our ability to control molecular alignment using rotational wavepackets to study field-molecule interactions in molecular frame. Here we also use pump-probe technique. The pump pulse creates a coherent rotational wavepacket. At a proper delay, when molecules are optimally aligned, the probe pulse interrogates them. Depending on parameters of the probe pulse, we could study high harmonic generation, ionization or dissociation of aligned molecules. In this respect, this project is closely related and overlaps with 1) and 2), as the main goal remains to better understand molecular behavior in strong laser field. In one study we measured transverse electron momentum distributions for single ionization of oxygen molecules aligned perpendicularly to the field. We observed that for aligned molecules transverse electron momentum is no longer radially symmetric around the polarization direction, as is the case for atoms and isotropic molecular ensembles. The momentum distribution is narrower in the direction of molecular axis, reflecting the original shape of the tunneling electron wavepacket (see Figure 2). Thus we observe a signature of molecular structure in the ionized electron momentum. In the future, we are planning to measure in detail full 3D electron momentum distributions for oxygen and nitrogen aligned parallel and perpendicular to the laser polarization.

**Publications appearing in 2004-2005**


Electron momentum distributions

Figure 2. Transverse electron momentum distributions for isotropic (left) and aligned (right) oxygen molecules. Upper panels show 2D electron momentum in the plane perpendicular to laser polarization (alignment axis is indicated). Lower panels present projections of the same distributions on the two axes in the plane.
High Intensity Laser Driven Explosions of Homo-nuclear and Hetero-nuclear Molecular Clusters
Project DE-FG02-03ER15406
Abstract (Summer 2005)

Principal Investigator:
Todd Ditmire
Department of Physics
University of Texas at Austin, MS C1600, Austin, TX 78712
Phone: 512-471-3296
e-mail: tditmire@physics.utexas.edu

Program Scope:

The nature of the interactions between high intensity, ultrafast laser pulses and atomic clusters of a few hundred to a few thousand atoms has come under study by a number of groups world wide. Such studies have found some rather unexpected results, including the striking finding that these interactions appear to be more energetic than interactions with either single atoms or solid density plasmas and that clusters explode with substantial energy when irradiated by an intense laser. It is now well established that the explosions of low-Z molecular clusters such as hydrogen or deuterium clusters explode mainly by a Coulomb explosion. Our program under the last three year cycle studied the interplay between a traditional Coulomb explosion description of the cluster disassembly and a plasma-like hydrodynamic explosion, particularly for small to medium sized clusters (<1000 atoms) and clusters composed of low-Z atoms. In this program we have started to extend these studies, particularly with an eye toward the optimization of cluster explosions for use in a high flux, laser driven neutron source. We are examining the details of the Coulomb explosion of molecular clusters and we are studying the temporal dynamics of the electron ejection and ion expansion through pump probe techniques. We have also started studying in detail the dynamics of explosions of mixed species clusters, such as methane (and deuterated methane) where it is now conjectured that dynamic effects play an important role in the ejection of the lighter ions. We are looking at a number of diagnostics but mainly have been concerned with examining ion energy spectra and fusion neutron yield in deuterated cluster plasmas. In the past year, our experiments have focused primarily on studies of explosions of methane and deuterated methane clusters with the hope of isolating the predicted dynamic acceleration effect expected of the lighter ion species. We have also begun to implement plans to perform experiments on the irradiation of clusters with XUV pulses.

Progress During the Past Year

We have an ongoing campaign to study high intensity laser interactions with exploding clusters (ie intensity ≥ 10^{17} W/cm²). During the past year, with support from this BES grant, we have performed two activities in this area: we have studied the explosion of heteronuclear clusters and we have begun the construction of an experiment that will allow us to irradiate clusters with intense short wavelength (100-10 nm) femtosecond pulses generated by the laser. This second activity is in the early construction phases and will be detailed in the report next year. However, we have had good success in study of exploding mixed species clusters. These experiments follow on fusion experiments which we have performed in previous years and are motivated by the desire to find clusters which produce higher energy deuterons (which lead to higher fusion yields).

Our work has been motivated by a series of results published in recent years. Over the last several years, there has been much activity in studying high intensity, ultrashort laser pulse interactions with atomic clusters. The most dramatic consequence of this unique interaction has been the observation of high charge states and very fast ions [1-3]. The ejection of ions with many keV of energy from exploding clusters can
be exploited to drive nuclear fusion [4-7], and we have studied this phenomena quite extensively over the past few years under funding from this grant. In the early stages of the present three year grant period (year 1) we performed initial work with CD₄ clusters in the context of the fusion experiment.

At high enough intensity, particularly in smaller, low-Z clusters, an ultrashort laser pulse can quickly strip the cluster of most of its electrons resulting in a pure Coulomb explosion. The ions expand by mutual repulsion in the fully ionized cluster sphere. In this simple picture, the ion kinetic energies are simply related to their initial potential energy at their equilibrium position in the cluster. This model has been very successful in explaining the ion energies observed in a number of experiments with low to mid-Z clusters [2,8].

When we proposed this grant we asked the question of whether mixed species, heteronuclear clusters like CD₄, will behave in the same manner as single species clusters under intense ultrafast laser irradiation. Theoretical results suggest that explosions of clusters with mixed atomic species may be more complicated and exhibit some interesting differences [9,10]. The motivation for studying Coulomb explosions of mixed species clusters has been advanced recently through molecular dynamic simulations by Last and Jortner which indicate that the energies of lighter deuterons from exploding heteronuclear clusters, like D₂O or CD₄, could be increased through a dynamical effect [9,10]. In general, if the kinematic parameter for species A = qₐmₐ/qₐmₐ is greater than 1 (where q and m are the charge and mass of the light ion A and heavy ion B), then the light ions will outrun the heavier ions, exploding in an outer shell with a higher average energy beyond what would be expected from the naive estimate of ion energy based on initial potential energy as in the simple Coulomb explosion picture.

In our work this year, we performed an experimental confirmation of this dynamic enhancement of light ion energies from exploding heteronuclear clusters using methane (CH₄) and fully deuterated methane (CD₄). At the intensities used here (≥10¹⁷ W/cm²) the C atoms in the cluster can be stripped to 4+ [10]. In this case A = 1.5 for CD₄ clusters whereas A = 3 for CH₄. Considering only the initial potential energy, the deuterons and protons from the same sized CH₄ and CD₄ clusters would acquire the same explosion energy upon irradiation. However, if the predicted kinematic enhancement of the light ion energies occurs, then the effect should be stronger in the case of CH₄ compared to CD₄ and be detectable through a study of these two molecular clusters under identical cluster formation and irradiation conditions. By comparing ion energy spectra we indeed observe a clear enhancement in the explosion energy of protons compared to deuterons.

In our experiment, pictured in figure 1, a pulsed supersonic gas jet directed through a skimmer produced a low density cluster beam. The energies of the ions created by the laser cluster interaction were determined by measuring the time of flight (TOF) of the ions in a field free drift tube. A microchannel plate (MCP) detected ions in a small angular cone from the focus. In our experiments we estimate that the mean CH₄ cluster size is 3 nm. To irradiate the clusters we utilized the THOR laser at UT which delivers pulses with duration 35 fs and energy up to 700 mJ, though only 50 mJ were utilized in these experiments. The laser was focused using an f/4.9 refractive graded index yielding intensity of ~3x10¹⁷ W/cm².

This year we have also performed a series of particle simulations to elucidate the physics in our experiment. Simulations of the dynamics of a driven electron cloud inside a cluster suggest that a cluster will be fully stripped of electrons by the laser field, if the ponderomotive potential is comparable to or larger than the surface potential of the charged cluster.

Figure 2 shows kinetic energy spectra at different laser intensities, normalized using the original TOF traces, comparing CH₄ and CD₄ data. The low energy components of the spectra are not shown so the curves do not intersect. The energy ranges that we attribute solely to the lighter ion species are marked with dotted lines. Clearly the hydrogen energies always exceed the measured deuterium energies in the range presented here. This appears to confirm the validity of the theory predicting kinetic energy enhancement. Unexpected is the increase of maximum ion energy with laser intensity since a pure Coulomb explosion is driven solely by ion repulsion forces and the laser conditions beyond the saturation intensity are irrelevant. This behavior could also be a consequence of a cluster size distribution since at the lower intensities the
larger clusters may not be fully stripped of their electrons. We are investigating this anomaly presently and hope to derive some information about these dynamics through a set of pump probe experiments we are beginning this year.

Figure 1: Carton illustrating our Time of Flight apparatus on the THOR laser at UT. A picture of this chamber is at the right.

Figure 2: Energy spectra from CH₄ and CD₄ clusters at a laser intensity of (left) 1.2x10¹⁷ W/cm² and (right) 3.2x10¹⁷ W/cm². Dotted lines indicate the regions where the signals are assumed to be solely due to the light ion species, H⁺ or D⁺.

Future Research Plans

Our future plans are oriented along two principal directions
1) Continue fusion neutron yield measurements in exploding CD$_4$ clusters. In particular, we would like to examine, and manipulate the effects of laser propagation effects in the gas jet on the plasma production and ultimate neutron production. One idea that we will explore will be to use the second, compressed beam to “clean away” absorbing cluster gas in the leading edge of the gas jet. This should allow us to penetrate more deeply into the jet and reach higher density, where we expect a high fusion rate and higher yield.

2) Begin studies of XUV pulse interactions with clusters. During this year we have begun construction of a separate beamline and chamber on the THOR laser which will allow us to generate high order harmonics with the full 0.7 J of laser energy and focus these harmonics into a cluster jet with an XUV mirror. The beamline will be completed in one month (Sept.) and we will focus pulses of up to 1 µJ of energy in the 40 – 15 nm range into a low density jet of clusters. We have arranged this to allow studies both with rare gas clusters and metal clusters. This will allow us to tune the excitation wavelength to near the giant dipole resonance of the cluster microplasma. Such experiments will lead the way to future experiments on the LCLS.
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Molecular Structure and Electron-Driven Dissociation and Ionization

Kurt H. Becker and Vladimir Tarnovsky
Department of Physics and Engineering Physics and Center for Environmental Systems, Stevens Institute of Technology, Hoboken, NJ 07030
phone: (201) 216-5671; fax: (201) 216-5638; kbecker@stevens.edu

Program Scope:
This program is aimed at investigating the molecular structure and the collisional dissociation and ionization of selected molecules and free radicals. The focus areas are (1) ionization studies of selected molecules and free radicals and (2) the study of electron-impact induced neutral molecular dissociation processes. Targets of choice for ionization studies include WF₆, SiCl₄ and BCl₃ and their radicals, the molecular halogens Cl₂, Br₂, and F₂ and the radicals SF₆, SF₃, and SF₄. Targets of choice for the neutral molecular dissociation studies include SiCl₄, BCl₃, NO₂, and N₂O. The fragments to be probed include Si(1S), Si(1D), Si(3P), BCl(X 1Σ), B(2Po), and NO(X 2Π). This choice is motivated on one hand by the relevance of these species in specific technological applications involving low-temperature processing plasmas and, on the other hand, by basic collision physics aspects (WF₆ is similar in its structure to SF₆, SiClₓ and BClₓ are similar to TiClₓ and SiFx).

The scientific objectives of the research program can be summarized as follows:
(1) to provide the atomic and molecular data that are required in efforts to understand the properties of low-temperature processing plasmas on a microscopic scale
(2) to identify the key species that determine the dominant plasma chemical reaction pathways
(3) to measure cross sections and reaction rates for the formation of these key species and to attempt to deduce predictive scaling laws
(4) to establish a broad collisional and spectroscopic data base which serves as input to modeling codes and CAD tools for the description and modeling of existing processes and reactors and for the development and design of novel processes and reactors
(5) to provide data that are necessary to develop novel plasma diagnostics tools and to analyze more quantitatively the data provided by existing diagnostics techniques

Specific Recent Progress:
SF₃⁺ Ionization Cross Section Shape: While most partial ionization cross sections for the formation of positive fragment ions from SF₆ exhibit the smooth energy dependence, which is typical for ionization cross section curves, the SF₃⁺ partial ionization cross section function displays a pronounced structure around 40 eV. This structure might indicate that several processes with different threshold energies contribute to the measured SF₃⁺ partial ionization cross section. We carried out a detailed study of the formation of SF₃⁺ fragment ions produced by electron impact on SF₆ using the mass-analyzed ion kinetic energy (MIKE) scan technique. The use of this technique allowed us to identify a contribution to the measured SF₃⁺ signal arising from the Coloumb explosion of doubly positively charged SF₄²⁺ ions into two singly charged ions, SF₃⁺ and F⁺, with a threshold energy of about 43 eV. The direct dissociative ionization of SF₆ leading to the formation of SF₃⁺ fragment ions has a threshold of about 22 eV.

Ionization of Cl₂: We measured absolute partial cross sections for the formation of Cl⁺, Cl₂⁺, Cl⁻, and Cl⁺⁺ ions following electron impact on molecular chlorine (Cl₂) from threshold to 900 eV using a time-of-flight mass spectrometer. The ion spectrum at all impact energies is
dominated by the singly charged fragment ions with maximum cross section values of $4.6 \times 10^{-16}$ cm$^2$ for Cl$_2^+$ at 32 eV and $4.0 \times 10^{-16}$ cm$^2$ for Cl$^+$ at 70 eV. The cross sections for the formation of the doubly charged ions are more than one order of magnitude lower. Double ionization processes account for about 6% of the total ion yield at 70 eV. The absolute total ionization cross section of Cl$_2$ was obtained as the sum of all measured partial ionization cross sections.

**Ionization of Uracil:** Even though we did not propose to study any biologically important molecules in our original proposal, we seized the opportunity to carry out a measurement of partial cross sections for the formation of selected positive and negative ions resulting from electron interactions with the RNA base uracil (C$_4$H$_4$N$_2$O$_2$) and put them on an absolute scale. Absolute calibration of the measured partial cross sections for the formation of the three most intense positive ions, the parent C$_4$H$_4$N$_2$O$_2^+$ ion and the C$_3$H$_3$NO$^-$ and OCN$^-$ fragment ions, was achieved by normalization of the total single uracil ionization cross section (obtained as the sum of all measured partial single ionization cross sections) to a calculated cross section based on the semi-classical Deutsch-Märk (DM) formalism at 100 eV. Subsequently, we used the OCN$^+$ cross section in conjunction with the known sensitivity ratio for positive and negative ion detection in our apparatus (obtained from the well-known cross sections for SF$_4^+$ and SF$_4^-$ formation from SF$_6$) to determine the dissociative attachment cross section for OCN$^-$ formation from uracil. This cross section was found to be roughly an order of magnitude smaller, about $5 \times 10^{-22}$ m$^2$ at 6.5 eV, compared to previously reported preliminary value. We attribute this discrepancy to the difficult determination of the uracil target density in the earlier work. Using a reliably calculated cross section for normalization purposes avoids this complication.

**Ionization of SiCl$_4$:** SiCl$_4$ has a similar structure to fluorinated and hydrogenated targets that we studied in the past (SiF$_4$, SiH$_4$). No ionization cross section data are available for the molecule. Perhaps most importantly, the SiCl$_4$ molecule is a candidate for electron-impact ionization studies on thin deposited SiCl$_4$ films (T. Orlando, private communication, 2002). This affords a unique opportunity to explore how the ionization properties of a molecule change from the gas phase to the condensed phase. We measured absolute partial cross sections for the formation of the SiCl$_x^+$ ($x=1-4$), Si$^+$, and Cl$^+$ singly charged as well as the SiCl$_x^{++}$ ($x=1-4$) and Si$^{++}$ doubly charged positive ions following electron impact on SiCl$_4$. Dissociative ionization was found to be the dominant process. The SiCl$_3^+$ fragment ion has the largest partial ionization cross section with a maximum value of slightly above $6 \times 10^{-20}$ m$^2$ at about 100 eV. The cross sections for the formation of SiCl$_4^+$, Si$_2^+$, and Cl$_2^+$ have maximum values around $4 \times 10^{-20}$ m$^2$. Some of the cross section curves exhibit an unusual energy dependence with a pronounced low-energy maximum at an energy around 30 eV followed by a broad second maximum at around 100 eV. This is similar to what has been observed earlier for other Cl-containing molecules of similar structure (TiCl$_4$ and CCl$_4$) as well as for the Cl$_2^+$ partial ionization cross section from Cl$_2$. The structure is most likely due to the presence of indirect ionization channels that compete with direct ionization. The maximum cross section values for the formation of the doubly charged ions, with the exception of SiCl$_3^{++}$, are $0.05 \times 10^{-20}$ m$^2$ or less. The experimentally determined total single ionization cross section of SiCl$_4$ is compared with results of semi-empirical calculations and good agreement is found in terms of the absolute cross section value, but minor discrepancies exist in the cross section shape.

**Ionization Cross Section Calculations.** All experimental ionization studies were also supported by our continuing effort to extend and refine our semi-classical approach to the calculation of total single ionisation cross sections for molecules and free radicals. In particular, we have now incorporated the correct “quantum mechanical ln(E)/E high-energy dependence into the DM
formalism. We now have a level of agreement between calculation and experiment of better than 20% (often better than 10%). This level of agreement gives us confidence as to the predictive capabilities of our approach for molecules for which no experimental data are available.

**Neutral Molecular Dissociation Studies.** We completed the cross-comparison of neutral dissociation cross sections for SiH4, SiF4, and several Si-organic compounds (TMS, HMDSO, TEOS) with particular emphasis on the determination of final-state specific cross sections for the formation of Si(1S) and Si(1D) atoms. In the case of the formation of Si(1S) atoms from SiH4 and SiF4 we found cross sections of about $5 \times 10^{-17}$ cm$^2$ (SiH4) and $2.8 \times 10^{-17}$ cm$^2$ (SiF4) at 60 eV. The Si(1S) cross sections from SiH4 and SiF4 have distinctly different energy dependences.

**Ongoing studies and future work - Ionization**

**SiCl$_x$ Radicals:** We are in the process of carrying out a comprehensive series of absolute partial ionization cross section measurements for the SiCl$_x$ (x=1-3) radicals using our fast-beam apparatus. The experimental results will be complemented by semi-classical calculations of the total single ionization cross sections.

**Ionization of other Organic and Biologically Relevant Molecules:** Polycyclic aromatic hydrocarbons (PAHs) are important in environmental applications because of their toxicity in conjunction with their appearance as by-products in the combustion of organics. Two PAH compounds, coronene (C$_{24}$H$_{12}$) and corannulene (C$_{20}$H$_{10}$) are of special interest. They represent prototypical bowl-shaped (corannulene) and planar PAHs (coronene) structures. Coronene, a very stable compound, consists of 7 benzene rings. Corannulene has a curved-surface structure and is often referred to as a “buckybowl” molecule as it represent the “polar cap” or 1/3 of a C$_{60}$ fullerene or “buckeyball” molecule. Nevertheless, there remains a rather large uncertainty in the ionization energies that have been reported for these two prototypical PAH compounds. We are in the process of measuring the ionization energies of singly and multiply charged ions produced by electron ionization of coronene and corannulene under controlled experimental conditions.

**BCl$_3$ and the BCl$_x$ Radicals:** There is some information in the literature on the formation of positive and negative ions formed by electron impact on BCl$_3$ and on the spectroscopy of BCl$_3$ and the BCl free radical, which is widely used in optical diagnostics studies of BCl$_3$-containing plasmas. There have also been some recent calculations of electron collisions with BCl$_3$. We are in the process of measuring a complete set of absolute partial ionization cross sections for BCl$_3$ and for the BCl radical with special emphasis on the low-energy, near-threshold region using the fast-beam technique. Based on some preliminary studies we will be using pure BCl$_3$ or a defined mixture of BCl$_3$ and Ar to produce the primary ions.

**Ionization cross section calculations:** Specific emphasis for the cross section calculations is on targets such as positive molecular ions (e.g. C$_2$H$_2^+$), Na Rydberg atoms, and the lanthanides.

**Ongoing studies and future work – Neutral Dissociation**

**SiCl$_4$:** This molecule is a natural choice as a target for the neutral dissociation studies leading to final-state specific Si cross sections as it extends the sequence of SiH$_4$ and SiF$_4$ to the chlorine-containing compound. Moreover, similar to SiH$_4$ and SiF$_4$, we also measure ionization and dissociative ionization cross sections for SiCl$_4$, so that this becomes another molecule for which we will have a broad data base of collisional data on ionization and dissociation.

The work on SiCl$_4$ will conclude our neutral dissociation work using the apparatus described above. Persistent problems with the laser render it ineffective to devote further resources (students, funds) to this effort at the present time.
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Program Scope: This project seeks to develop theoretical and computational methods for treating electron collision processes that are important in electron-driven chemistry and physics and that are currently beyond the grasp of first-principles methods, either because of the complexity of the targets or the intrinsic complexity of the processes themselves. New methods are being developed and applied for treating low-energy electron collisions with polyatomic molecules and clusters. A state-of-the-art approach is used to treat multidimensional nuclear dynamics in polyatomic systems during resonant electron collisions and predict channeling of electronic energy into vibrational excitation and dissociation. A second focus is the development of new methods for solving multiple photoionization and electron-impact ionization of atoms and molecules. Preliminary results on molecular double photoionization and novel methods promise a complete treatment of recent experiments at the ALS on multiple ionization of oriented molecules.

Recent Progress and Future Plans: We report progress in three distinct areas covered under this project, namely electron-polyatomic molecule collisions, double photoionization and electron impact ionization.

1. Electron-Molecule Collisions

We have continued our work on dissociative electron attachment (DEA) to water. Low-energy dissociative attachment in water proceeds via formation of negative ion, Feshbach resonances and is governed by complex nuclear and electronic resonance dynamics. The first phase of our study, DEA through the \(^2\text{B}_1\) resonance, has been completed. To complete our benchmark study of this system, we are examining DEA through the \(^2\text{A}_1\) and \(^2\text{B}_2\) resonances. The topology of the water anion surfaces, which we have detailed in paper that will soon appear in Phys. Rev. A, is complicated. In linear geometry, the \(^2\text{B}_1\) and \(^2\text{A}_1\) states become degenerate and are strongly coupled by Renner-Teller effects. There is also a conical intersection between the \(^2\text{A}_1\) and \(^2\text{B}_2\) surfaces which significantly influences the dynamics that leads to production of O\(^-\). In \(^2\text{B}_2\) symmetry, we find avoided crossings between the Feshbach resonance and a broader shape resonance of the same symmetry, as well as additional crossings in \(^2\text{B}_1\) and \(^2\text{A}_1\) symmetry in the exit wells of their potential surfaces associated with charge transfer between the H\(^-\) and O\(^-\) channels. The final series of wavepacket calculations that will determine the DEA cross sections and branching ratios will require a diabatization of the complex \(^2\text{A}_1\) and \(^2\text{B}_2\) surfaces along the conical intersection and the inclusion of Renner-Teller coupling between the \(^2\text{B}_1\) and \(^2\text{A}_1\) surfaces in the resonance nuclear dynamics. This benchmark study of DEA will be the first to treat, from first principles, all aspects of an electron polyatomic collision, including not only the determination of the fixed-nuclei electronic cross sections, but also a treatment of the nuclear dynamics in full dimensionality.
Our initial study of the dynamics of resonant vibrational excitation of NO, which used the complex Kohn method to characterize the resonance curves along with a local complex potential model for the nuclear dynamics, has been extended to include non-local effects in the excitation dynamics, which are critically important near threshold, and to predict cross sections for dissociative electron attachment. This work, carried out in collaboration with Prof. A.E. Orel of UC Davis, gave vibrational excitation cross sections in excellent agreement with the most recent experiments and was recently published in Phys. Rev. A. We have extended this approach to carry out a similar study of resonant excitation of the CF radical, which is produced in the plasma excitation of C₂F₄. This work, which will be submitted to Phys. Rev. A, has revealed serious inconsistencies in the only other theoretical study of this problem to date.

2. Double Photoionization

We have successfully applied the exterior complex scaling (ECS) method, which has formed the basis of our approach to collision problems involving two or more unbound electrons in the final state, to carry out the first fully ab initio non-perturbative study of double photoionization of a molecular target, namely H₂. Our initial efforts, which use complex-scaled B-splines and single-center expansions, have produced the total and single differential cross sections for randomly oriented molecules and were published as a Rapid Communication in Phys Rev A. We have now extended this work to include a full study of the triply differential double ionization cross sections for oriented H₂ molecules, with a view towards providing a complete analysis of the COLTRIMS experiments which were performed at the ALS and reported in Phys. Rev. Letters and Nature in 2004.

Currently under development is a modification of the single-center approach which will replace the B-splines with a more efficient discrete variable representation (DVR). While this approach will make it easier to obtain fully converged results for the double photoionization of D₂ or H₂, it would be difficult to generalize to heavier systems, since single-center expansions are known to converge slowly when the nuclear charges are greater than one. We are therefore also working on a hybrid approach that combines the use of molecular Gaussian basis sets with finite-element/DVR grid-based methods and ECS. Such an approach avoids the use of single-center expansions, simplifies the computation of two-electron integrals and will pave the way for studies of double photoionization of more complex molecules.
3. Electron-Impact Ionization

With a powerful approach combining the finite element method with the discrete variable representation (FEM-DVR) and ECS, we have made major progress on breakup problems with three active electrons: We have studied electron impact ionization of helium in the S-wave model using a time-dependent version of the FEM-DVR approach. This work, published in Phys. Rev. A, was the first ab initio study of a true Coulomb 4-body problem that did not invoke a frozen-core model for the target atom. We also published the first non-perturbative study of excitation-autoionization (exciting an autoionizing state by electron impact) and showed the signature it leaves on the singly differential ionization cross section. The results have been published as a Rapid Communication in Phys. Rev. A. These studies demonstrate the viability of the ECS approach to problems with 3 active electrons. A complete solution to the electron-helium problem, beyond the S-wave model, would couple individual 3-D angular momentum channels in an iterative approach that is now within the reach of supercomputers.

The ORNL MIRF Upgrade Project

F. W. Meyer, M. E. Bannister, J. W. Hale, and H. J. You

A new 250 kV high voltage platform has been installed at the ORNL Multicharged Ion Research Facility (MIRF) to extend the energy range of multicharged ions available for experimental investigations of their collisional interactions with electrons, atoms, molecules, and solid surfaces. In late January of 2005, this first, and most challenging, phase of a major upgrade project at the MIRF was completed, and routine operation started.

The second phase of the facility upgrade entails relocation of the present CAPRICE ECR ion source within MIRF, and installation of a floating beamline, to extend the availability of very low energy multicharged or molecular ion beams. In this new configuration, keV-energy beams will be transported with high efficiency to end stations and then decelerated there to a few eV x q (where q is the charge state of the ion of interest), using efficient ion optics already developed for the MIRF floating ion-surface interaction experiment. With these two ECR sources, an energy range of almost five orders of magnitude will be available to the various experiments, a significant improvement over the 1-25 keV/q energy range capability of the present MIRF source configuration.

The current upgrade project is the most far-ranging in the facility’s history. It involved the new design, fabrication, and installation of a 250 kV high voltage platform and ECR ion source together with associated beamlines, and major relocations and upgrades of end stations. Concurrent with this effort, an active research program was maintained with the present CAPRICE ECR source. In addition to expanding the capabilities of present on-line experiments, access to higher energy beams makes possible new investigations as well, such as studies of dissociative recombination of molecular ions beyond the mass limit of current magnetic storage rings.

The new all-permanent magnet ECR ion source, built at CEA Grenoble, operates in the frequency range 12.75 – 14.5 GHz at power levels up to 750W, and is capable of producing up to 0.5 mA of Ar\(^{8+}\). Its magnetic field structure is achieved using compact NdFeB permanent magnet assemblies for both radial hexapolar and axial solenoidal fields, both of which have peak values in the excess of 1 T, and thus requires no high current power supplies. The performance of the new source exceeds that of the MIRF’s present 10 GHz CAPRICE source by up to factors of 2 to 3 in the case of the highest charge state Xe ions.

To achieve the wide 20 – 270 x q keV design energy range with maximum beam transmission, a number of specific features were incorporated into the design of the beam transport system. All effective optic element apertures on the platform and those up to, and including, the first 65 degree spherical deflector beam switcher were designed for 100\% beam transport for beams having an unnormalized emittance of 160 \(\pi \cdot \text{mm} \cdot \text{mrad}\) at 20 x q keV. This large acceptance was achieved for the electrostatic beam switcher by the use of two interchangeable sets of deflection electrodes, the first with a 2.5 inch gap to handle beams up to about 150 x q keV, and the second set with a 1.5 inch gap to handle the lower divergence-angle beams at energies beyond this value. In addition, two einzel lenses were added on either side of the acceleration column to permit refocusing of the beam at the entrance waist of the tandem quadrupole triplet section for low platform voltages where the focusing of the acceleration column itself is weak or non-existent. Finally, large 2-inch-acceptance-aperture quadrupole lenses were used in a tandem configuration before the first beam switcher to achieve both high transmission at low energies and sufficient focusing power with ± 20 kV electrode potentials at high energies.

Monitoring and control functions on the HV platform as well as the beamlines leading to the various end stations are achieved via Allen-Bradley ControlLogix programmable logic controllers (PLC’s) in three separate chassis linked by Ethernet-bridge-driven fiber-optic cables and controlled by a single Logix5555 processor in the ground potential chassis. Several devices employ serial protocols over RS-232 or GPIB communication channels. All devices are integrated into a Linux-hosted, EPICS-based distributed control system which provides device independent, uniform access to all hardware via a distributed real-time database.

Total power required by platform components in the present configuration is a little over 20 kW, and is supplied by an efficient 250 kV mineral-oil-filled isolation transformer capable of providing up to 30 kW of three-phase 208V power, leaving almost 10 kW available for future expansion.

In parallel with the above upgrade activities, measurements were carried out to more fully characterize the plasmas of the facility’s ECR sources. In order to accurately determine energies of beams decelerated to eV-range energies, and very low relative collision velocities in merged beams configurations, it is
important to know the plasma potentials of the ion sources used to produced the ion beams, since they define the birth potential of the extracted ions. To this end, real-time, in-situ, plasma potential measurements have been carried out for the CAPRICE ECR ion source and correlated with extracted beam characteristics. The measurements were carried out using both active and passive Langmuir probes, which were inserted perpendicularly from the plasma chamber wall at the mid-plane of the ECR zone between one of the six radial loss cones of the magnetic field structure, where their perturbation of the main ECR plasma is small. The probes were inserted from the extraction side of the ECR source in order to avoid perturbation of the coaxial microwave injection. Ion beam extraction and measurement were not affected by the presence of the probes. In addition to plasma potential information, the measurements permitted estimates to be made of ECR plasma electron density and temperature, and provided insights into the evolution of these plasma parameters as conditions for multicharged ion production were optimized.
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Electron-Molecular Ion Interactions.

C. R. Vane

Physics Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831

Fundamental interactions of electrons with molecular ions involve an array of processes of recombination, dissociation, excitation, and ionization, which are important in determining the structure, dynamics, and evolution of charge, energy, and constituent components of all low to moderate temperature plasmas where populations of molecules and molecular ions may be significant. Principal examples of areas in which inelastic electron-molecular ion collisions are important include plasma processing, such as used in the semiconductor industry for etching, deposition, and implantation, and fusion energy research, which has recently focused attention on the cool, dense plasma regimes of present and future devices. In plasma processing, for example, knowledge of electron—molecular ion collision processes is key to modeling and optimizing the complex plasma and surface chemistry used to modify and create the desired material properties or integrated circuit structures. Similar electron-impact processes are important in fusion reactors because molecules, molecular ions, and electrons are abundant in the cool, dense edge and divertor regions and are intrinsically involved in plasma-wall erosion and edge plasma charge, momentum, and energy balance. In addition, electron—molecular ion collisions are of interest in gas laser and lighting development programs, in studies of planetary atmospheres and astrophysical environments, and, owing to fundamental interest, in the few-body atomic-scale re-arrangement problem.

In particular, among the open, challenging questions posed to both theoretical and experimental investigations are:

• how electronic and nuclear motions and energies are coupled in fragmenting complex systems,
• how electrons induce excitation or ionization of molecular ions that leads to fragmentation,
• how the number and constituents of the fragments are determined,
• how the kinetic energy released in the dissociation is partitioned among the products,
• how fragmentation depends on the initial electronic and rovibronic states, and
• what electronic and ro-vibronic states result from the breakup, i.e., how the available energy is distributed among the internal degrees of freedom?

The ORNL Multicharged Ion Research Facility (MIRF) offers experimental facilities enabling a variety of electron-molecular ion measurements and the MIRF is currently being upgraded and enhanced to extensively broaden the precision and scope of these studies. The completed project will provide unique capabilities and synergies with other research that will present several novel opportunities to directly address many of the above fundamental questions. Specifically, the MIRF electron-ion crossed beams apparatus is currently used for measurements of cross sections for direct ionization, dissociative excitation (DE), and dissociative ionization (DI) for a variety of internally “warm” molecular ions obtained from the Caprice ECR ion source and a separate electron impact Colutron ion source. We have concentrated on relatively simple tri-atomic molecular ions, particularly hydrocarbons and others important to fusion applications, and especially those systems for which we are also studying dissociative recombination processes at the CRYRING heavy ion storage ring in Stockholm.

For example, in the last year at MIRF we have begun investigations of dissociation of \( \text{N}_2\text{H}^+ \) ions, experiments complementary to dissociative recombination (DR) studies of \( \text{N}_2\text{H}^+ \) undertaken by our collaborators at CRYRING.\(^1\) The preliminary DE and DI cross sections for 30-100 eV collisions leading to NH\(^+\) fragments are relatively energy insensitive at ~ 3-4 x \(10^{-17}\) cm\(^2\), but indicate some peaked structure near 20 eV. Studies have also been continued this year for CH\(_3\)\(^+\) ions, and cross section measurements have been completed for the 3–100 eV range for the CH\(^+\) and \(\text{C}^+\) fragment channels. We have also made measurements at MIRF for dissociation of DCO\(^+\) ions producing CO\(^+\) ions\(^2\) with the measured cross sections
showing resonance structures near 15 eV, similar to results previously obtained for the production of CH+ from the dissociation of CH3+.3

Electron-molecular ion studies at the ORNL MIRF have been limited primarily to experiments dealing with electron impact dissociative excitation and ionization. With the high voltage platform upgrade, another fundamentally important reaction channel can be explored utilizing the merged electron-ion beams energy loss (MEIBEL) apparatus modified to handle higher energy ions and to permit post-merged beam analysis of ionic and neutral fragments, namely dissociative recombination. DR has now been studied at storage rings for a wide array of molecular ions with cross section results that sometimes differ substantially from flowing-afterglow methods. Single-pass, merged-beams experiments that we will carry out at MEIBEL can provide new complementary measurements, which will be focused on plasma processing and fusion relevant species, especially more complex, heavier species, as well as some lying beyond the capability of present storage rings.

Additionally, higher beam energies provided by the new MIRF high-voltage platform will enable related studies of molecular ion dissociation through electron capture from atomic and molecular neutral beams. These studies will be performed using a COLTRIMS endstation apparatus, which has been designed to carry out high-resolution analysis and detection, including multi-hit imaging, of charged and neutral products arising from electron transfer reactions. The COLTRIMS technique will be employed to make high-resolution momentum transfer measurements to identify the specific states involved in the dissociative electron capture processes.

Studies at CRYRING of dissociative recombination of relatively simple three-body molecular ions are also continuing in our ongoing collaboration with Prof. Mats Larsson and colleagues at the Manne Siegbahn Laboratory (MSL), Stockholm University. Absolute cross sections, branching fractions, and measurements of the dissociation kinematics, especially of the three-body breakup channel, are being investigated at zero relative energy for a variety of light and heavy vibrationally-cold triatomic di-hydrides and other molecular ions with three-body channels. This research is being carried out using the MSL CRYRING heavy ion storage ring, which is expected to continue to be available for our electron-molecular ion measurements at least into calendar year 2007; after which research will shift to development of experiments in a new cold, all electrostatic, double storage ring (DESIREE) being constructed at Stockholm University. The main advantage of using the storage ring technique is that the excess internal energy of the molecular ions from the ion source is allowed to radiatively cool to the vibrational ground state during storage prior to measurements with merged electrons. The initial internal state population of the molecular ions being studied is therefore relatively well-defined, making interpretation and comparison with theory more relevant. The stored merged beams geometry also facilitates recombination measurements at very low relative energies where the DR process dominates.

We have now completed analysis of CRYRING CH3+ and NH2+ three-body DR measurements and those results have been compared with our previous H2O+ data in a recent publication.4 We have similarly recently completed initial measurements and analyses for DR of PD2+ and SD2+ ions, and preliminary results have been presented.5,6 We have also initiated DR studies at CRYRING of two new systems, D2O2+ and O3+, as a continuation of previous measurements concerning the DR of similar molecules, such as H2O+, NH2+, CH3+, and SD2+ that have all revealed three-body break-up as the dominant reaction channel. In order to study the three body break-up dynamics in detail, a high-resolution imaging technique is used to measure the displacements of the fragments from the center of mass of the molecule. The displacement is related to the kinetic energy of the fragment and therefore contains information about the dynamics involved in the process, i.e., the internal state distribution of the fragments. These event-by-event measurements yield information about how the kinetic energy is distributed between the two light fragments and the angular distribution of the dissociating molecules. In all of the triatomic di-hydride systems previously studied, the branching fractions showed very roughly (7:2:1) ratios for (X + H + H; XH + H: X + H2), while the observed energy sharing and angular distributions of the three-body breakup product channel could depend heavily on the structure, bonding and charge centre of the parent molecular ion. In contrast to these previously-studied di-hydride systems, D2O2+ provides an excellent opportunity for investigating the role played by internal states of fragments in the DR process. The preliminary branching results indicate that the D2O + D + D2O channel contributes more than 90% of the DR. The energy available to the products is
approximately 5 eV; for ground state fragments this would mean 5 eV of kinetic energy, mostly given to the single D atom. Preliminary analysis of the imaging measurements, however, suggests that this is not the case, but instead that a significant portion of the available energy is used in internal excitation of the D$_2$O fragment molecules. A more detailed analysis of the imaging data is in progress. For the O$_3^+$ system, preliminary branching fractions show that more than 60% of DR events lead to three separate O atoms, consistent with the dominance of the three-body channels observed in DR of di-hydride ions. This finding would have a significant impact on models of atmospheric chemistry where DR plays a crucial role by producing excited O atoms. Analysis of the imaging data for the O$_3^+$ system has just commenced. Absolute DR cross sections have also been measured in the 0-1 eV range for both D$_2$O$_2^+$ and O$_3^+$.

As noted above, measurements of DE and DI at MIRF have previously concentrated on using the cross beams apparatus and on ions from the Caprice ECR ion source, and limited to collision energies > 3 eV and to detection of only heavy ionic fragments. These limitations are being addressed by the addition of another cross-beams apparatus to the MIRF facility, formerly located at JILA\textsuperscript{7}, which has been specifically designed to permit analysis of the light ion dissociation fragments. Similarly, the upgrade of the MIRF includes development and implementation of a number of different molecular ion sources, based primarily on designs using supersonic expansion cooling of ions in a helium or other carrier gas. Similar sources\textsuperscript{8} have been employed successfully at CRYRING and other laboratories for electron-molecular ion measurements using ground-state rovibrational molecular ions, with results that indicate the importance of initial states especially to the DR process. These cold ion sources will be mounted at the MIRF on both the new high voltage platform for measurements with the MEIBEL and COLTRIMS endstations, and on the light fragment JILA crossed beams apparatus, permitting studies of dissociation processes with controlled initial state molecular ions. Using both warm and cold sources will allow us to controllably study the effects of initial internal states on the various dissociation processes.

The availability of different sources, variation of source operating parameters, and comparison with ion-storage-ring results for DE, will enable near-threshold studies that probe the dependence of DE, DI, DR and dissociative electron capture on the initial excited states of the molecular ions. Such work is an important foundation for comparison with theoretical results computed for given initial rovibronic and electronic state composition, as well as being crucial for efforts to understand real-world plasmas which exist in very different temperature regimes (e.g., ground-state molecular ions of fundamental interest for benchmarking theory or in cold astrophysical plasmas, or molecular ions present in warmer plasmas such as in plasma processing devices where a range of excited states will be present).

Analysis of Structure in Low-Energy Ion-Atom Collisions

J. H. Macek

Department of Physics and Astronomy,
University of Tennessee, Knoxville, Tennessee and
Oak Ridge National Laboratory, Oak Ridge, Tennessee
email: jmacek@utk.edu

1 Program scope

Structure in atomic cross sections relate to specific mechanisms of atomic processes initiated by particle impact. Such structure occurs most prominently in the low-energy domain, since the wave properties of particle motion are most important when the wavelength $\lambda = \frac{\hbar}{\sqrt{2mE}}$ is large. One part of our project involves modelling this structure theoretically.

The hidden crossing theory has proved to be a valuable framework for modelling ion-atom collisions when the semiclassical representation holds. To apply this theory at energies where the wave properties become important, it is necessary to formulate the theory without invoking the semiclassical approximation. At the fundamental level, this reformulation requires that the usual Born-Oppenheimer separation of variables is replaced by the hyperspherical adiabatic representation. Computations of potential energy curves and adiabatic energy eigenvalues are more difficult in this representation thus one part of our project concentrates on modifications of the semiclassical theory that can be employed with the wave representation.

The projects listed in this abstract are sponsored by the Department of Energy, Division of Chemical Sciences, through a grant to the University of Tennessee. The research is carried out in cooperation with Oak Ridge National Laboratory under the ORNL-UT Distinguished Scientist program.

2 Recent progress

A wave version of the hidden crossing theory has also been developed to treat collisions with energies below 1 keV. The theory has been applied to collisions of anti-protons with atomic hydrogen [7]. No unusual structures in
Calculations of rearrangement collisions at energies below a few eV must employ a completely wave treatment. We have recently made very accurate calculations of spin exchange in proton-hydrogen collisions in the $10^{-4}$ - $10$ eV energy range for benchmark purposes [8]. The integral cross sections, i.e. the cross sections integrated over scattering angles show much structure. One purpose of these benchmark calculations is to classify all of the structure. We identify features that correspond to conventional shape resonances and zero angle glory oscillations. In addition, we find structures that cannot be identified with these two well-understood features.

To analyze these features we separate a part of the cross section that has semiclassical glory oscillations from a part that relates explicitly to quantum mechanics. This separation is accomplished by employing a relatively unknown technique of Mulholland and employed by Vogt and Wannier. They show that any partial wave sum

$$S = \frac{2\pi}{k_i^2} \sum_{L=0}^{\infty} f(L + 1/2)(L + 1/2)$$

may be written as the sum of three rather different terms:

$$S = \frac{2\pi}{k_i^2} \int_0^\infty f(\lambda)\lambda d\lambda - \text{Re} \left\{ \int_0^{\infty} \frac{2\pi f(\lambda)/k_i^2}{1 + \exp[-i2\pi\lambda]} \lambda d\lambda \right\} - \frac{2\pi}{k_i^2} \text{Re} \left\{ \sum_m \frac{f_r(\lambda_m)\lambda_m}{1 + \exp[i2\pi\lambda_m]} \right\}$$

where $\lambda_m$ are the poles of $f(\lambda)$ in the upper right quadrant of the complex $\lambda$ plane, and $f_r(\lambda_m)$ are the residues of $f(\lambda)$ at the poles. These poles are commonly referred to as Regge poles and have been extensively used to analyze angular distributions. The Sommerfeld-Watson transformation used in the analysis of Regge, however, does not apply to integral cross sections, but Eq. (2) does.

The Mulholland identity, of Eq. (2) separates the sum into a smooth part, given by the first two terms in Eq. (2), from the pole contributions, given by the last term. The first term is recognized as a semiclassical, impact parameter-type, contribution. Zero-angle glory oscillations associated with a point of stationary phase originate with this term, thus Eq. (2) provides...
a natural way to separate oscillations that are unrelated to extrema of the phase shift from those that are related.

The second term involving an integration along the imaginary axis is a correction that is small in almost all applications. The third term, namely a sum over pole contributions is associated with the low energy oscillations. Narrow shape resonances also appear in this term, but they are readily separated from the broad peaks, except perhaps for relatively broad shape resonances that occur at low angular momenta and therefore low energy (below 0.03 eV).

This leads to an identification of the oscillations with Regge trajectories and allows us to classify the “Regge oscillations”. Since this analysis originates with the work of Vogt and Wannier, the oscillations are more appropriately termed “Vogt-Wannier oscillations”. In any event, the Mulholland identity serves to separate a semiclassical contribution from resonance and other quantal contributions to any partial wave sum.

The sum over pole terms is often difficult to evaluate owing to the need to compute the positions of the poles rather accurately. We have shown that these pole terms $\lambda_m(E)$ are Sturmian eigenvalues of the radial Schrödinger equation, and have developed a WKB type approximation to compute them. These eigenvalues are then used to compute the third term in Eq. (2) for elastic scattering and charge exchange in $H^+ + H$ scattering. This term is shown to oscillate in the low energy region.

In addition to zero-angle glory and Vogt-Wannier oscillations, cross sections may also show more conventional Rosenthal and Stuekleberg oscillations. Our computations of the total cross section for the reaction

$$M^- + Xe \rightarrow M^{--} + Xe^+$$

(3)

where $M$ is a generally complex molecule, e. g. $C_{60}$, show Rosenthal oscillations owing to the energy separation of the $P_{1/2}$ and $P_{3/2}$ levels of Xe. Similar oscillations are seen in total cross section measurements, and these oscillations help confirm our model for this counter-intuitive process.

Stuekleberg oscillations usually average out in total cross sections. We have shown that an exception occurs for the prototypical three-boson reaction

$$B + B_2 \rightarrow B + B + B$$

(4)

at the threshold for the breakup process. Only one final three-body channel dominates as the total energy approaches 0, thus Stuekleberg oscillations do
not average out for this process. An analytic expression for the threshold breakup cross section has been derived.

3 Future plans

We will continue our study of the "Vogt-Wannier" oscillations in cross sections for atomic process. There is some evidence that these oscillations are related to Cooper minima in photoabsorption processes. For that reason we will examine Regge trajectories for the Thomas Fermi potential applicable generally to a wide variety of atomic processes to see if the Regge oscillations show up in integral electrons scattering cross sections, and in photoabsorption processes.

Our two-center Sturmian calculations of total ionization cross sections for one electron species involves a routine, but rather time consuming, step that greatly reduces the efficiency of the method. We will examine techniques to make this step more efficient. At present there is a 20% discrepancy between benchmark LTDSE ionization cross sections, experiment, and our two-center Sturmian results for proton-hydrogen collisions. This discrepancy may be due to differing estimates of the population of states with $n > 4$ in the different calculations. We will adapt the two-center Sturmian theory to the computation of such high Rydberg states to see if this is indeed the source of the discrepancy. It is important to resolve this issue since cross sections with accuracies in the 1% range are needed for diagnostic purposes.

We will continue our study of three particle interactions at the threshold for application to both boson and fermion species. Of particular interest is the parameter region where loosely bound three-body states occur. We will investigate this prospect using multi-channel zero-range potential models to include Feshbach resonances in three-body interactions.

4 References to DOE sponsored research that appeared in 2003-2005


Using Intense Short Laser Pulses to Manipulate and View Molecular Dynamics
Robert R. Jones, Physics Department, University of Virginia, 382 McCormick Road, P.O. Box 400714, Charlottesville, VA 22904-4714
rrj3c@virginia.edu

I. Program Scope
Our primary focus is the exploration and control of phenomena associated with non-perturbative laser/molecule interactions. Intense non-resonant laser pulses can radically affect molecular motion, both in internal and external degrees of freedom. By monitoring the electrons, ions, and/or photons emitted from irradiated molecules, one can obtain information regarding the molecules’ dynamical response to the laser field. Moreover, by tailoring the time-dependent laser field, ionization, fragmentation, and/or high harmonic generation yields can be altered or controlled. Not surprisingly, the molecule’s alignment with respect to the laser polarization is a critical parameter in determining the effect of the field. Furthermore, while the angular distribution of electrons, ions, or photons emitted relative to a molecule fixed axis contains key information relevant to the strong-field interaction, this information may only be interpretable if the molecular axis has a well-defined direction in the laboratory frame. Consequently, the random alignment/orientation of molecules in typical gaseous samples poses a significant obstacle to understanding and controlling strong-field molecular dynamics. Thus, much of our current research relies on the use of short laser pulses to coherently prepare aligned and/or oriented molecular targets for use in subsequent experiments.

II. Recent Progress and Results
We have used intense short laser pulses to transiently align diatomic molecules for strong field ionization and high harmonic generation experiments. In the experiments, an alignment pulse (or pulses) drives a sequence of Raman transitions within each molecule, producing a rotational wavepacket whose evolution is characterized by periodic molecular alignment [1]. After a time-delay, the molecules are exposed to a second, more intense “signal” laser pulse, resulting in molecular ionization, fragmentation, and/or the emission of high harmonics. By selecting the appropriate time-delay and/or polarization angle between the alignment and signal lasers, we can systematically explore the efficiency of these strong-field processes as a function of the angle between the signal laser polarization and the molecular axis. In practice, the non-zero rotational temperature of the molecular sample, and the restriction on the maximum alignment laser intensity set by the molecular ionization threshold, limits the achievable degree of alignment. Thus, we work with preferentially, not perfectly, aligned ensembles.

We have used 100 fs and 30 fs 780 nm laser pulses to transiently align room temperature N₂, O₂, and CO. In all cases, we find that the degree of alignment is significantly enhanced by using two alignment pulses that are temporally separated by a half- or integer-multiple of the rotational period. We characterize the time-dependent alignment using Coulomb explosion initiated by a very intense, time-delayed circularly polarized 30 fs 780 nm probe. The explosion pulse rapidly removes multiple electrons from the neutral molecules so that they explode due to the Coulomb repulsion of the remaining positive ions [2]. There is no preferential molecular orientation for the multiple-ionization event in the circular polarization plane of the explosion pulse. Thus, the Coulomb explosion maps the initial angular distribution of the target molecules onto the angular distribution of the outgoing ion fragments. Ions originating from molecules that are preferentially aligned along the axis of the spectrometer arrive at the detector at different times and produce a bi-modal peak in the TOF spectrum. Ion fragments from molecules that are aligned perpendicular to the spectrometer axis strike the detector at the same time, resulting in a single peak in the TOF spectrum. Thus, in a
single laser shot, we can obtain a qualitative measure of alignment directly from the ion TOF spectrum. Alternatively, we can quantitatively measure the degree of alignment using a multi-hit, event mode detector. A wire-grid anode enables our determination of the transverse position and time of flight for each detected fragment. We record the vector momenta of up to 15 ion fragments per laser shot to reconstruct the molecular angular distribution at the instant of the Coulomb explosion.

A) Ionization of Transiently Aligned molecules
Processes such as high harmonic generation and non-sequential multiple ionization in atoms and molecules are mediated by electrons that are first tunnel-ionized and then driven back into their parent ions by an intense laser field. However, in molecules, accurate rates for the critical ionization step are extremely difficult to calculate, and discrepancies between theory and experiment persist. Direct comparisons between theory and experiment are complicated by the random alignment of molecules in experiments, uncertainties in the degree to which molecules align during the ionizing pulse, and the lack of experimental data on ionization rate anisotropies for molecules aligned at different angles relative to the ionizing field. These issues can be eliminated or significantly reduced by using transiently aligned molecular targets.

Previously, we found that the tunneling ionization rate from an unaligned sample of CO molecules is suppressed, by roughly a factor of two, relative to its ‘companion atom’ Kr which has a nearly identical ionization potential. We have now measured the CO:Kr ionization rate ratio as a function of the alignment of the CO molecular axis with respect to the ionizing laser polarization. We find that below ionization saturation, molecular alignment is an important parameter in determining the ionization rate. We measure an ionization rate ratio, $R_{\parallel} : R_{\perp} = 1.9 \pm 0.6$, for molecules aligned parallel vs. perpendicular to the ionizing laser field. Our measurements are in qualitative agreement with theoretical results based on molecular orbital ADK (MO-ADK) calculations [3]. A manuscript describing the experiment and results has been accepted for publication in Physical Review A. Interestingly, analogous measurements on aligned N$_2$ (a molecule which is slightly easier to ionize than its companion atom Ar) indicate a larger $R_{\parallel} : R_{\perp} = 3.5 \pm 0.5$, ionization rate anisotropy [2]. We intend to exploit transient alignment to explore the source of differences between ionization rates of other molecules and their companion atoms.

B. High Harmonic Generation from Transiently Aligned Molecules
One expects that the energy and angular distribution of electrons and HHG photons emitted during an intense laser pulse will depend on both electronic structure and the spatial distribution of nuclei within an irradiated molecule. This dependence might be exploited i) to control ionization or HHG via intense laser manipulation of molecular structure; or conversely, ii) to use HHG or electron emission as probes of molecular structure and dynamics with sub-Angstrom spatial and femtosecond temporal resolution [4]. Of course, the ability to study aligned rather than randomly oriented molecules is critical for achieving this control or interpreting emission yields for imaging applications. Accordingly, we and several other groups have begun to explore HHG using transiently aligned molecules [5]. Rather than use a more common gas-jet-based source, we have constructed a hollow-core waveguide HHG apparatus [6]. This geometry might be advantageous for future applications of transient alignment for quasi-phase matching with counter propagating alignment and signal beams.

We have observed harmonic generation in Ar and N$_2$ and have characterized the role of phase-matching in the emission into different harmonic orders as a function of gas pressure and laser intensity. For the alignment experiments, we use a Michelson interferometer to couple two time-
delayed 30 fsec, 780 nm laser pulses into a single fiber. The first pulse which is slightly chirped due to the interferometer beamsplitter, creates a rotational wavepacket in N\textsubscript{2} while producing negligible harmonics. The transient alignment of this wavepacket results in significant variations (as large as a factor of 3) in the harmonic yield from the second pulse, as a function of the relative delay between the two pulses. In general, significantly higher harmonic emission is observed from molecules aligned parallel rather than perpendicular to the intense laser field. This variation is presumably due to one or more of the following: i) the ionization rate anisotropy for molecules aligned parallel vs. perpendicular to the laser field; ii) the anisotropy in the probability that a tunnel ionized electron will recollide with its parent ion; iii) the anisotropy in the probability that a recolliding electron will recombine with its parent ion and emit a high energy photon; or iv) a macroscopic effect due to phase-matching or birefringence in the anisotropic molecular medium.

Our characterization of room temperature alignment and previous measurements of the ionization anisotropy in N\textsubscript{2} indicate that the ionization rates in our sample vary by only a few percent between times of maximal parallel and perpendicular alignment. In addition, measurements using elliptically polarized beams, which make it possible to translate the recolliding electron relative to the transverse location of the parent ion, show negligible dependence of the recollision probability on molecular alignment. Thus, in the absence of phase-matching effects, the large alignment dependence of the harmonic yields can be attributed to the anisotropic recombination cross-section of the returning electron [5]. However, we find that phase-matching can indeed have a dramatic dependence on the alignment dependence of the harmonic yield. By slightly changing the spatial coupling of the two beams into the fiber, we sometimes observe a reversal of the enhancement of some harmonics, but not others. This reversal results in maximum harmonic signal for perpendicular rather than parallel alignment, precisely the opposite of the single molecule response. The precise origin of this effect is not completely understood, but a manuscript detailing our observations is nearly ready for submission.

C. Closed-Loop Optimization of Transient Alignment of Room Temperature Molecules
A key aspect of our program is the development of improved methods to transiently align molecular targets. As mentioned above, in our ionization anisotropy measurements, we obtain better alignment with reduced ionization background by kicking our molecules with two, time-delayed alignment pulses. However, even more sophisticated pulse shapes have been suggested for optimizing the alignment [7]. Accordingly, we are exploring the use of a laser pulse-shaper in conjunction with a genetic learning algorithm in a closed-loop optimal control scheme to search for the best laser pulse “shape” for achieving maximal alignment of our room temperature samples at specific target times [8]. The qualitative single-shot alignment characterization technique described previously provides the critical rapid feedback for these optimization experiments.

To date, we have not found any pulse shapes that align molecules better than single unshaped pulses do (technical limitations on the maximum temporal separation between shaped pulse features prevent us from finding the known, “two-kicks separated by the rotational revival period” solution that is described above). However, we do find solutions that perform as well as unshaped pulses. More interestingly, our numerical rigid-rotor simulation code predicts that many of these should not be effective at aligning the molecules. Potential reasons for this apparent disagreement between experiment and theory include the distribution of alignment pulse intensities throughout the experimental volume and the approximation of intensity-independent molecular polarizabilities in the rigid rotor simulation. These experiments and our analysis are continuing.
III. Future Plans
As noted in preceding sections, we intend to continue i) our measurements of ionization rate anisotropies for aligned molecules and ii) our experiments and analysis of closed-loop control of transient alignment through laser pulse-shaping. In addition, we have recently begun to study the polarization of harmonics emitted by aligned molecules. Recent theoretical work predicts a dramatic dependence of the VUV polarization angle and helicity on the relative alignment of the molecule and the fundamental laser field [10]. In principle, aligned molecules could be used to produce coherent VUV radiation with well-defined, non-linear polarizations. Alternatively, this polarization dependence could be exploited as a more sensitive time-resolved probe of molecular structure.

We are also attempting to demonstrate field-free orientation of polar molecules by subjecting them to sub-picosecond half-cycle electric field pulses (HCPs). Optical-frequency laser pulses create periodically aligning, rotational wavepackets by driving Raman transitions between rotational states of the same parity. However a unipolar HCP directly drives $\Delta J = \pm 1$ transitions between rotational levels of opposite parity. Thus, simulations predict that in polar molecules, the rotational wavepackets that are produced by HCPs will have mixed parity and exhibit a time-dependent dipole moment [9]. The absence of “up/down” symmetry in these transiently oriented molecules makes them interesting targets for a variety of photo-processes. For example the asymmetry in the strong field ionization and recollision electron recombination rates should make it possible to observe the generation of even as well as odd order harmonics from oriented polar molecules.

Due to its moderate dipole moment (0.82 Debye) and large rotational constant (8.5 cm$^{-1}$) observable alignment of HBr (~10% variation in $\langle \cos \theta \rangle$) should be possible with currently achievable HCP field amplitudes (~100 kV/cm) and moderate rotational cooling (~10K) in a supersonic expansion with He or Ar. In addition, our numerical simulations (and those of others [11]) indicate that significant enhancements in the degree of orientation can be achieved through the use of multiple, time-delayed HCPs or combined HCP and optical fields.

IV. Publications from Last 3 Years of DOE Sponsored Research (July 2002- July 2005)

V. References
5. Itatani et al., Nature 432, 867 (2004); H. Kapteyn (personal communication).
Program Scope

In this research program, we address the fundamental physics of the interaction of atoms and molecules with intense ultrashort laser fields. The main objectives are to develop new theoretical formalisms and accurate computational methods for \textit{ab initio} nonperturbative investigations of multiphoton quantum dynamics and very high-order nonlinear optical processes of one-, two-, and many-electron quantum systems in intense laser fields, taking into account detailed electronic structure information and many-body electron-correlated effects. Particular attention will be paid to the exploration of novel new physical mechanisms, time-frequency spectrum, and coherent control of high-harmonic generation (HHG) processes for the development of table-top x-ray laser light sources. Also to be explored is the ionization mechanisms of molecules in intense laser fields and attosecond physics.

Recent Progress


To study multiphoton and very-high-order nonlinear optical processes (such as HHG, strong-field ionization and dissociation, Coulomb explosion (CE), etc.) of many-electron quantum systems in intense laser fields using the \textit{ab initio} wave function approach, it is necessary to solve the time-dependent Schrödinger equation of 3N spatial dimensions in space and 1D in time (N = the number of electrons). This is well beyond the capability of current supercomputer technology for N>2. Recently we have initiated a series of new developments of \textit{self-interaction-free} time-dependent density functional theory (TDDFT) for probing strong-field physics of many-electron atomic and molecular systems, taking into account electron correlations and detailed electronic structure [1-6]. Given below is a brief summary of the progress in 2003-2005.

\textit{a) Role of the Electronic Structure and Multi-electron Response in Ionization Mechanisms of \textit{Diatomic Molecules in Intense Laser Fields}}

The ionization and multiphoton ionization (MPI) of atoms, one of the fundamental processes initiated during the exposure of an atom to an intense laser field, has been extensively studied both experimentally and theoretically in the past decade. Recently, there is also considerable interest in the study of the ionization mechanism of diatomic molecules in intense laser fields. At lower intensities, dissociation may compete with ionization, fragmentation may play an important role, ionization may be sensitive to the alignment of the molecule with the laser field, and multicharged ions formed at higher intensities may be unstable due to Coulomb explosion. The ionization behavior of molecules is thus considerably more complicated than that of the atoms with comparable ionization potentials.

Most theoretical studies of strong-field molecular ionization in the recent past are based on approximate models such as the ADK (Ammosov-Delone-Krainov) model, etc. These models usually assume that ionization rates depend only upon laser wavelength and intensity, and the \textit{field-free} ionization potential of the species of interest. Further, most theoretical models considered only the response of the
highest occupied molecular orbital (HOMO). Although these models have some partial success but they cannot provide an overall consistent picture of the ionization behavior of different molecules.

Recently we have extended the self-interaction-free TDDFT [4,5] for nonperturbative investigation of the ionization mechanisms of diatomic molecules (N$_2$, O$_2$, and F$_2$) in intense short-pulsed lasers [7]. Our results indicated that the detailed electron structure and correlated multielectron responses are important factors for the determination of the strong-field ionization behavior. Further, we found that it is not adequate to use only the HOMO for the description of the ionization behavior since the inner valence electrons can also make significant or even dominant contributions. Finally, the ionization potential (IP) is laser-intensity and frequency dependent and it is also not the only major factor determining the molecular ionization rates. Further investigation will be continued along this direction.

b) Very-High-Order Harmonic Generation of Ar Atoms and Ar$^+$ Ions in Superintense Pulsed Laser Fields: An All-Electron Ab Initio Study

Recently it has been demonstrated experimentally [8] that the generation of very high-order harmonics (HHG), up to 250 eV, can be obtained by using the Ar gas. Using the ADK model, they inferred that the high harmonic photons arise from the ionized Ar atoms. However there is no full quantum treatment of this process yet. This work shows that HHG from ions may be able to extend laser-based coherent up-conversion into the soft x-ray region of the spectrum.

To explore the underlying quantum dynamics responsible for the production of the very-high-order harmonics, we performed an all-electron treatment of the response of Ar and Ar$^+$ systems to superintense laser fields [9] using the self-interaction-free TDDFT [1-5]. In our study, all the valence electrons are treated explicitly & their partial contributions to the ionization are analyzed. Further, by introducing an effective charge concept, we can study at which laser intensity the contribution to the high-energy HHG from Ar$^+$ ions precede over the Ar atoms. Comparing the HHG power spectrum from Ar and Ar$^+$, we conclude that the high-energy HHG observed in the recent experiment [8] originated from the ionized Ar atoms.

2. Generalized Strong-Field-Approximation Approach to the Study of Molecular Ionization Dynamics

In addition to the TDDFT approach discussed above, we have recently also extended the the $S$-matrix formalism of conventional strong-field approximation, supplemented by the LCAO-MO method (utilized for approximate analytical reproduction of the two-centered wave function of initial molecular bound states), for the study of the strong-field ionization behavior of homonuclear diatomic molecules [10]. This approach, while approximate, is a more accurate framework than that of the ADK model. It is also relatively easier to treat than the fully ab initio TDDFT approach. We focus on the study of the ionization behavior of several diatomics (such as N$_2$, O$_2$, and H$_2$) whose “companion” atoms having nearly identical ionization potential I$_p$. In this approach, the ionization of a diatomic molecule is described as a quantum-mechanical superposition (intramolecular interference) of contributions from ionization amplitudes corresponding to photoelectron emission from two atomic centers. Besides the bonding (or anti-bonding) symmetry of the HOMO, its spatial configuration and predominant orientation with respect to the internuclear axis and polarization of incident laser field are also found to be of substantial importance and, thus, are taken into detailed consideration. Moreover, wherever appropriate, the comparable contributions from other (inner) molecular valence shells are also taken into account. The related results for calculated differential and/or integral molecular ionization rates, molecular photoelectron spectra, and angular distributions are fairly well consistent with available experimental data.
The study of ionization and molecular fragmentation is a subject of considerable interest in strong-field molecular physics. In particular, the response of the simplest prototype molecular systems \( \text{H}_2^+ \) (\( \text{D}_2^+ \)) and \( \text{H}_2 \) (\( \text{D}_2 \)) in intense laser fields have been experimentally studied in the recent past. The major fragmentation mechanisms can arise from several different sources, such as above-threshold dissociation (ATD), dissociation via chemical bond softening, bond hardening, Coulomb explosion (CE) by charge resonance enhanced ionization (CREI), and CE by recollision of electrons, etc. These mechanisms produce direct peaks in the kinetic-energy release (KER) spectrum of \( \text{H}^+ \) that have been observed experimentally. The KER spectrum reflects the nuclear state(s) at the time when \( \text{H}_2^+ \) breaks up.

In intense laser fields, the electron of \( \text{H}_2^+ \) can be excited and/or ionized. If the electron is ionized, the \( \text{H}_2^+ \) ion breaks up via direct Coulomb explosion (DCE), producing \( \text{H}^+ \) ions. If the electron is excited to continuum vibrational states, \( \text{H}_2^+ \) can dissociate via states directly or be further ionized by the laser. The latter process, which will be called \textit{excitation-ionization-dissociation} (EID) is a two-step process, in which \( \text{H}_2^+ \) in intermediate continuum vibrational states induces CE. Recent experiments of ion-induced molecular fragments showed that the excited states of the transient molecular ions have strong influence on KER spectra. Due to this influence, the KER spectra have fine structures that differ greatly from the DCE spectra. Thus the conventional DCE picture alone is not adequate to describe the molecular fragmentation dynamics.

In a recent work [11], we investigate the fragmentation dynamics of \( \text{H}_2^+ \) molecular ions in intense laser fields by means of an \textit{ab initio} method beyond the Born-Oppenheimer approximation. Special attention is paid to the exploration of the Coulomb explosion (CE) mechanisms and quantum dynamics through excited vibrational states of \( \text{H}_2^+ \). A novel kinetic-energy release (KER) spectrum and CE phenomenon are predicted, in which the kinetic-energy distribution of \( \text{H}^+ \) ions exhibits a series of peaks separated by one photon energy. A proposed scheme for the experimental observation of the KER spectrum and CE dynamics is presented.

4. Recent Development of Generalized Floquet Formalisms for Nonperturbative Treatment of Multiphoton Processes in Intense One-Color and Multi-Color Laser Fields

\textit{a}) In the last several years, we have continued the development of generalized Floquet formalisms and complex quasienergy methods for nonperturbative treatment of a broad range of multiphoton and high order nonlinear optical processes in intense monochromatic (periodic) or polychromatic (quasi-periodic) laser fields. An extensive review article on these developments and their applications has been recently published [12].

\textit{b}) For the treatment of many-electron quantum systems, we have recently initiated the development of the generalized Floquet formulations of time-dependent density functional theory (TDDFT) and time-dependent current density functional theory (TDCDFT) [12-14]. The Floquet-TDDFT approach allows exact transformation of the \textit{periodically or quasi-periodically} time-dependent Kohn-Sham equation into an equivalent time-independent generalized Floquet eigenvalue problem. An exterior-complex scaling (ECS)–generalized pseudospectral (GPS) method [15] is developed for accurate solution of the non-Hermitian Floquet-TDDFT Hamiltonian. The ECSGPS technique appears very useful in TDDFT-Floquet calculations where the exchange-correlation potentials may exhibit quite complicated behavior as functions of the electron coordinates and cannot be easily treated by means of the conventional uniform-complex-scaling techniques.

\textit{c}) Precision Calculation of High-Order Harmonic Generation Spectrum of \( \text{H}_2^+ \) in Intense Laser Fields: Time-Dependent Non-Hermitian Floquet Approach

The generalized Floquet approaches developed in the past involved the determination of the complex quasienergies from a \textit{time-independent} non-Hermitian Floquet matrix [12]. For more complex many-electron quantum systems, the dimensionality of the Floquet matrix can become very large and the
problem can become intractable. Recently we have introduced an alternative method, the time-dependent non-Hermitian Floquet approach [16,17], for overcoming some of the ultralarge complex matrix eigenvalue problems. The procedure involves the complex-scaling generalized pseudospectral spatial discretization of the time-dependent Hamiltonian and non-Hermitian time propagation of the time-evolution operator in the energy representation. The approach is designed for effective treatment of multiphoton processes in very intense and/or low-frequency laser fields, which are generally more difficult to treat using the time-independent Floquet matrix techniques.

The procedure is applied to the precision calculation of multiphoton ionization (MPI) and HHG calculations of $\text{H}_2^+$ [17] for the wavelength 532 nm at the equilibrium internuclear separation ($R = 2.0$ a.u.) and several laser intensities, as well as at the laser intensity $5 \times 10^{13}$ W/cm$^2$ and various internuclear distances in the range between 3.0 and 17.5 a.u. We found that both the MPI and HHG rates are strongly dependent on $R$. Further, at some internuclear separations $R$, the HHG productions are strongly enhanced and this phenomenon can be attributed to the resonantly enhanced MPI at these $R$. Finally, the enhancement of higher harmonics is found to take place mainly at larger $R$. Detailed study of the correlation between the behavior of MPI and HHG phenomena is presented. The time-dependent non-Hermitian Floquet approach has been also recently applied to the study of very high-order above-threshold ionization (ATI) of $\text{H}^-$ system [16].

**Future Research Plans**

In addition to continuing the ongoing researches discussed above, we plan to initiate the following several new project directions: (a) Development and extension of the Floquet formulation of TDDFT to the more complex molecular systems. (b) Development and extension of self-interaction-free TDDFT to diatomic molecular systems including the vibrational degrees of freedom for the study of the ionization mechanism and HHG phenomena in strong fields. (c) Development of spin-dependent localized Hartree-Fock (LHF)-DFT method for the study of singly, doubly, and triply excited states of Rydberg atoms and ions [18]. (d) Exploration of rescattering and attosecond phenomena in strong fields.

**References Cited** (* Publications supported by the DOE program in the period of 2004-2005.)

A. Program Scope

This research is concerned with developing the concepts for the systematic study of controlled quantum phenomena. Theoretical studies and simulations continue to play central roles for achieving control over quantum dynamics in conjunction with the realization of closed-loop learning experiments. Recent laboratory control advances have opened up many questions and possibilities for new directions in the fields. The research in this program involves several interrelated components aiming at developing a deeper understanding of the principles of quantum control and providing new algorithms to extend the laboratory control capabilities.

B. Recent Progress

1. Quantum Optimal Control of Ozone Isomerization[1] The creation of the theoretically predicted stable ring form of ozone has been a long sought after goal. This work presented a feasibility study for achieving ozone isomerization based on an accurate \textit{ab initio} potential energy surface and a model Hamiltonian constructed by holding the bond lengths constant and using the valence angle as the isomerization coordinate. Optimal control theory was used to find an electric field that drives isomerization with a yield of 95\% to the symmetric metastable triangular form of ozone. A frequency filter was applied as an additional spectral constraint limiting the field bandwidth. A \textit{post facto} analysis was performed showing a degree of inherent robustness of the isomerization yield to field noise.

2. Generalized Monotonically Convergent Algorithms for Solving Quantum Optimal Control[2] A wide range of cost functionals that describe the criteria for designing optimal pulses can be reduced to two basic functionals by the introduction of product spaces. This work extended previous monotonically convergent algorithms to solve the generalized pulse design equations derived from those basic functionals. The new algorithms were proved to exhibit monotonic convergence. Numerical tests were implemented employing both stationary and non-stationary targets with and without the presence of relaxation.

3. Efficient Extraction of Quantum Hamiltonians from Optimal Laboratory Data[3] Optimal identification (OI) is a recently proposed procedure for extracting information about quantum Hamiltonians from experimental data.
It employs techniques from coherent learning control to drive the quantum system such that dynamical measurements provide maximal information about the Hamiltonian. OI is an optimal procedure as initially presented; however, the data inversion component is computationally expensive. Here, we demonstrated that a highly efficient global, nonlinear, map-facilitated inversion procedure can be combined with the OI concept to make it more suitable for laboratory implementation. A simulation of map-facilitated OI illustrated how the input-output maps can greatly accelerate the data inversion process.

4. Quantum Control of Molecular Motion including Electronic Polarization Effects with a Two Stage Toolkit[4]

A novel method for incorporating strong field polarization effects into optimal control calculations was presented in this work. A Born-Oppenheimer like separation, referred to as the electric-nuclear Born-Oppenheimer (ENBO) approximation, was introduced in which variations of both the nuclear geometry and of the external electric field are assumed to be slow compared with the speed at which the electronic degrees of freedom respond to these changes. This assumption permits the generation of a potential energy surface that depends not only on the relative geometry of the nuclei, but also on the electric field strength and on the orientation of the molecule with respect to the electric field. The range of validity of the ENBO approximation was examined. A two-stage toolkit implementation was presented to incorporate the polarization effects and reduce the cost of the optimal control dynamics calculations. As an illustration of the method, it was applied to optimal control of vibrational excitation in a hydrogen molecule aligned with the field. Ab initio configuration interaction calculations with a large orbital basis set were used to compute the H—H interaction potential in the presence of the electric field. A significant computational cost reduction afforded by the toolkit implementation was demonstrated.

5. Observable Preserving Control of Quantum Dynamics over a Family of Related Systems[5]

An important objective of quantum control is the understanding of dynamical control within a family of related quantum systems. To explore this issue, diffeomorphic changes in the system Hamiltonian are introduced by scanning over a homotopy parameter and then monitoring the control field response needed to maintain the value of a specified target observable. This operation is implemented through a procedure referred to as diffeomorphic modulation under observable response preserving homotopy (D-MORPH). The governing D-MORPH differential equation determining the control laser field is shown to explicitly allow for innumerable solutions, with each characterized by the choice of an arbitrary function of the homotopy parameter and time. The presence of this arbitrary function makes clear the origin of multiple control fields that produce the same observable objective value. A stable algorithm was developed for practical execution of D-MORPH with the only criterion that the Hamiltonian permits reaching the objective over the full homotopy domain being sampled. Both analytic and numerical examples were pursued to illustrate the D-MORPH concept.
C. Future Plans

The research ahead aims to focus on better identifying the principles of quantum control and its future prospects in the laboratory. A key issue is to explain why the experiments work well and why it appears relatively easy to find successful controls in a short laboratory time-scale, despite the involvement of typically hundreds of control phase and amplitude variables in the process. Explaining why quantum control beats the curse of dimensionality should provide insights into the classes of quantum control experiments expected to be most successful in the future. In addition, a host of new questions and issues are now open for study as well, including the general topology of quantum control search landscapes, the effect of spatial and orientation inhomogeneities during control, the relationships between the control of homologous quantum systems, and the feasibility of controlling specific molecular systems. An effort will be undertaken to explore these issues. Finally, new algorithms will be developed to explore the prospects of combining the capabilities of high throughput photonic reagent and chemical reagent machines for optimal performance of controlling molecular dynamics.
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1. Program Scope

Controlling laser-molecule interactions has become an integral part of developing future devices and applications in spectroscopy, microscopy, optical switching, and photochemistry. Coherent control of multiphoton transitions could bring a significant improvement of these methods. In microscopy, multi-photon transitions are used to activate different contrast agents and suppress background fluorescence; coherent control could bring selective probe excitation. In photochemistry, different dissociative states are accessed through two, three, or more photon transitions; coherent control could be used to select the reaction pathway and therefore the yield specific products. There are a number of biomedical applications that range from imaging to photodynamic therapy that could benefit from selective multiphoton excitation. The scope of our research program is to develop the capabilities required for reproducible femtosecond laser pulse shaping, and then to use them as the dreams of coherent control are turned into robust applications.

2. Recent Progress

Research on gas phase molecular manipulation focused on photon echo measurements. These measurements were aimed at the manipulation of quantum mechanical states of small isolated molecules. One of the most important impediments for the coherent manipulation of quantum states is decoherence. We measured the femtosecond time-resolved photon echo of electronic coherent relaxation between the X(1Σg+) and B(3Π0u+) states of I₂ in the presence of He, Ar, N₂, O₂, C₃H₈. We found that the cross section for decoherence was greatest between two iodine molecules and it was on the order of 2.2 nm, several times larger than the Van der Waals radius. This finding revealed the very long-range interactions involved in electronic decoherence. We were surprised to find that despite all the degrees of freedom available in propane, its decoherence cross section is similar to that of nitrogen.

Our research on accurate and reproducible pulse shaping led us to the development of multiphoton intrapulse interference phase scan (MIIPS). MIIPS has turned out to be an extremely accurate method for measuring group velocity dispersion introduced by different optics, or the spectral phase of femtosecond pulses. Because MIIPS uses a pulse shaper, it can compensate spectral phase distortions to produce transform limited pulses with time-bandwidth products better than 1.01. We have compared MIIPS to other widely used methods for phase retrieval and MIIPS has been found to be as accurate as SPIDER, much more accurate than FROG, and as accurate as white-light interferometry for measuring group velocity dispersion. MIIPS is now integrated in our laser systems for automatically optimizing the output until it is transform limited, and then carrying out phase shaping projects. The figure on the right shows an SHG FROG trace on the left and a MIIPS scan for the same 18 fs, transform-limited pulses.

Projects using selective multiphoton excitation on large molecules led us to demonstrate selective two-photon microscopy. In these projects we demonstrated selective excitation of two different chromophores or a single chromophore but in different environments. The latter experiment sparked the idea of using phase shaping for functional imaging. The goal was to use a two-photon active chromophore that was sensitive to a chemical gradient such as pH. We then use phase shaping to control the excitation of the chemically sensitive chromophore. Results from the initial measurements were very encouraging, especially when working with HPTS, a large organic molecule with a pH dependent two-photon cross section spectra that always emits at the same wavelength.
We tested if coherent control methods based on ultrashort pulse phase shaping could be applied when the laser propagates through biological tissue. Our results demonstrated experimentally, for the first time, that the spectral phase properties of shaped laser pulses optimized to achieve selective two-photon excitation survive as the laser pulses propagate through tissue. This observation was used to obtain functional images based on selective two-photon excitation of a pH-sensitive chromophore in a sample that is placed behind a slice of biological tissue. The figure shows two panels on the left with the experimental setup, which consists of three capillary tubes with an acidic solution submerged in an alkaline solution. Both solutions contain HPTS, therefore they are both green. The panels in the bottom have one millimeter of biological tissue in front of the fluorescent sample, and the detector is behind the setup. The panels on the right show functional images displaying the two-photon fluorescent signal obtained with shaped laser pulses. The top half uses false color (red for acidic and blue for alkaline) the bottom half of each panel is in plain black and white. Clearly, the panels on the left show no difference but the panels on the right obtained with shaped pulses show a clear difference based entirely on the response of the pH sensitive chromophore to the differently shaped laser pulses. The observation of coherent control of two-photon excitation through biological tissue made here opens the possibility of selective multiphoton-based biomedical imaging and photodynamic therapy (PDT).

We embarked on a systematic study of the effects of phase shaping on multiphoton transitions. This study primarily focused on selective two-photon excitation, the competition of two- versus three-photon transitions, and on selective CARS excitation. This study (slated to appear shortly in Chem. Phys. Chem.) explores the most efficient methods for controlling multiphoton transitions. Starting from first principles we review a number of different phase functions and conclude with very valuable lessons. The most valuable being that selective excitation requires the pixels of the pulse shaper to take only two phase values, and not a whole range of values as we used to think. Binary phase shaping, when the difference between the two phase values is $\pi$, has made a quantum leap in our progress towards controlling multiphoton processes and the design of robust applications using coherent control. Theoretical work in our laboratory has progressed at the same rate as our experiments. We are presently able to calculate optimum phase functions using a computer operating at 3 GHz, and then implement those phase functions in the lab. We can alternatively make experimental measurements and then simulate them accurately using our theory. To demonstrate our present capabilities we evaluated $2^{16}$ different 16-bit binary phase functions for their ability to generate SHG intensity at 400 nm within a narrow 0.5 nm spectral width, while keeping the background SHG outside that spectral window to a minimum. The results from that research project are mapped on the left (theoretical prediction on the left and experimental result on the right). The measured figure of merit ranged from red (factor of 2.5 signal-to-background) to black (factor of 0.5 signal-to-background) in the figures on the left. The systematic evaluation of binary phase functions and mapping the results has now become a standard in our group that we have applied to a number of projects such as the identification of chemical warfare agents.

We subjected the MIIPS method to a number of rigorous tests to determine if it could yield accurately phase shaped pulses in a number of conditions, such as when the beam traverses thick substrates, scattering media, and high numerical aperture microscope objectives. MIIPS performed extremely well in all these tests. For example, the figure on the right shows theoretical prediction (line) and experimental measurement (dots) for two types of phase functions imposed on 12 fs pulses, continuous and binary phase. Notice that we are able to deliver at the sample the
desired phase with remarkable precision (top). When we turn off the MIIPS compensation, the agreement between experiment and theory is lost, demonstrating the importance of being able to deliver accurately shaped pulses at the sample.

### 3. Future Plans

We are presently setting up a microscope for carrying out selective excitation experiments on single molecules. This project is being carried out in collaboration with Eric Betzig, one of the pioneers in single molecule imaging. The microscope is now ready and we expect to see the first images very soon. The aim of this work is to probe the microchemical environment of these molecules. We hope to explore influences from acidic sites as well as amplification of electric fields by metallic nanoparticles near the chromophore.

We are planning some fundamental work on controlling multiphoton nonlinear optical transitions in the gas phase. The goal is to explore to what extent a single pulse can control the creation of vibronic wave packets with a well defined phase. These experiments will be carried out on iodine, a diatomic molecule with a very well understood spectroscopy in the time and frequency domains.

Finally, we have started experiments that explore the influence of pulse shaping on the interaction between high-intensity laser pulses and bulk matter. These experiments are aimed at enhancing the sensitivity and selectivity of laser-induced breakdown spectroscopy (LIBS). These studies will also provide valuable information about the early dynamic processes. For these experiments we are using amplified and shaped 30 fs pulses. Preliminary results indicate that the LIBS signal has a simple relationship to the total laser intensity; however, the LIBS signal has a very complex relationship to the peak intensity of the shaped pulses. This indicates that the time dependent structure of the binary shaped pulses has a significant effect on the total LIBS signal and in some cases can enhance one atomic emission versus another. The dependence to linear chirp is also interesting and requires further exploration. We will explore the characteristics that enhance or suppress LIBS emission and link the time-dependent features to the early dynamic processes occurring within the first 100 fs of irradiation.

Finally, we have initiated collaboration with the Van Andel Institute to explore the feasibility of selective two-photon excitation PDT. Preliminary experiments have focused on viral neutralization. We have been able to cause 98% viral deactivation while maintaining cell viability. Our goal is to complete the feasibility experiments and then to have this project fully supported by NIH.
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A correlation function formalism for computing combined x-ray/optical and all-x-ray nonlinear signals was developed. Time-resolved sum frequency generation (SFG) was calculated for a one-dimensional molecular chain. The second order nonlinear polarization induced by two radiation fields, an optical light pulse with a wave vector $k_1$ and an x-ray pulse with a wave vector $k_2$, is predicted with variable time delay between the pulses. By tuning the x-ray frequency to the core excitation of a particular atom, a valence exciton wave packet motion can be launched and probed at the targeted atomic site. The technique provides real-time, real-space snapshots of the valence-exciton motion induced by the first optical light pulse with atomic scale precision.[9]

A code for computing time resolved XANES spectra from photoexcited molecules was developed. The L$_3$ edge X-ray Absorption Near Edge Spectrum (XANES) of the ground electronic state and the metal to ligand charge transfer state of ruthenium tris-2,2'-bipyridine was calculated. The final valence states and energies in the presence of the photoelectron and core hole, and the corresponding transition intensities were computed using Time Dependent Density Functional Theory (TDDFT)[8]. Calculations show a valence shift of the primary XANES peak and the appearance of the new XANES transition to the hole created by the optical excitation, in agreement with experiment. Simulated excited state XANES (optical pump x-ray probe) of benzonitrile (BCN) (Nitrogen K-edge) give the splitting between the first two resonances to be 1.0 eV, in excellent agreement with experiment and other theories. Ongoing simulations focus on the x-ray emission spectra of optically excited BCN.

Spectral features in the oxygen K-edge XANES spectra of water are at the center of a current controversy.[1] Neutron and x-ray diffraction experiments have measured the mean and deviations of inter-atomic distances in liquid water, but its instantaneous angular structure at room temperature is still unknown. A narrow pre-edge feature present in bulk water and absent in ice has been attributed to the presence of a broken hydrogen bond on the absorbing oxygen. Ratios of edge intensities were taken to imply that a water molecule in the liquid phase is connected to its neighbors by an average of 2.2 hydrogen bonds. This is in marked contrast to the near tetrahedral arrangement of water hydrogen bond networks predicted by almost all force field models used today. Models for XANES line broadening due to hydrogen bonding fluctuations are being developed. The ground state XANES and emission spectra of a water molecule were simulated(Fig. 1). The excited state calculations were performed at the time-dependent Hartree-Fock (TDHF) level. We find a peak splitting of 1.92 eV, in very good agreement with the experimental value of 1.90 eV. Calculations using Stobe and CPMD predict 1.83 eV and 2.04 eV respectively. Our future goal is to simulate how the XANES spectrum of a water molecule changes under the electric field of the neighbouring molecules. A similar molecular dynamics strategy was successfully employed for the OH stretch of water in the infrared. [2]

The development of bright attosecond sources for soft and hard x-rays has triggered considerable interest in all-x-ray nonlinear spectroscopy. In resonant optical techniques in the visible the light is tuned to high frequency (~2eV) electronic transitions. However, a wealth of information is provided on nuclear (vibrational and phonon), degrees of freedom with much lower frequencies
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(< 0.4eV) which are accessible through multiphoton (e.g., Raman-type) resonances with differences (and higher combinations) of visible photons. In a completely analogous manner, combinations of x-ray photons, resonant with high frequency (keV) core transitions can probe the lower frequency (< 50eV) electronic valence excitations. By exploiting this analogy, we can use the theoretical apparatus developed for optical transitions, to predict nonlinear x-ray signals and design new coherent experiments. For example, multidimensional techniques which provide extremely valuable information on optical excitons in molecular aggregates can be extended to probe correlations among multiple core hole states. Displaying the signals as a function of the time delays $t_1$, $t_2$ and $t_3$ provides correlation plots of valence electron wavepackets related to charge density fluctuations.

Correlation function expressions are derived for the coherent response of molecules to three resonant ultrafast pulses in the x-ray regime (Fig. 2). The ability to create two-core-hole states with controlled attosecond timing provides new windows into the response of valence electrons, which are not available from incoherent x-ray Raman and fluorescence techniques. Multiple core-hole coherence can be probed in x-ray four-wave-mixing spectroscopies.

The multipoint correlation functions may be calculated using several levels of theory. (i) Multiple summations over the many electron states of the valence system with $N$, $N + 1$, and $N + 2$
electrons in the presence of zero, one and two core holes respectively. (ii) The transition state potential method which uses a reference system with partially filled orbitals[3]. (iii) Many body Green function perturbative techniques[4]. (iv) Replacing the original model by an Electron Boson Model (EBM) for charge density fluctuations. [5]

Method (i) is the simplest conceptually but the most expensive numerically. The sum over state (SOS) expressions allow us to employ any level of quantum chemistry for computing electronically excited states. TDDFT, for example, provides a relatively efficient way for computing a large number of electronically excited states. The relevant states are determined by the pulse bandwidth. e.g. 375eV for a 10as pulse. Method (ii) Calculates only one set of orbitals and represents systems with different numbers of core holes by different occupation numbers. This approximate method works well for core level spectroscopies of small molecules, and may be extended to nonlinear response. Method (iii) Was used by Nozieres and coworkers to compute XANES and x-ray Raman spectra starting with the deep-core Hamiltonian. It is formally exact, but allows the development of powerful approximations.

The EBM is by far the simplest to implement since it is exactly solvable. The slow response of an active space of valence electrons to an instantly switched core hole, was calculated. Closed expressions for four-wave-mixing, florescence and the pump probe signals are derived by starting
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FIG. 3: Double-sided Feynman diagrams representing the Liouville-space pathways contributing to the third-order response in the rotating wave approximation. Shown are the diagrams contributing to the four-wave mixing signal generated along the various possible directions: $k_1 = -k_1 + k_2 + k_3$, $k_1^\perp = k_1 - k_2 + k_3$, and $k_{III} = k_1 + k_2 - k_3$. Diagrams (a), (b), (e), and (f) only include one-exciton states. All other diagrams also involve two-exciton states.
with the electron-boson model for the fluctuating potentials. The additional information obtained from the nonlinear response could be used to test the validity of the electron-polaron picture and refine its Hamiltonian. The valence electrons relax in the field of the core-hole in hundreds of attoseconds to femtoseconds. By treating the core hole potential as a switchable perturbation, the time evolution in the interaction picture was calculated by the second order cumulant expansion for the valence electron degrees of freedom. Valence excitations are treated as quasiboson oscillators. This approach has been used successfully in the past for optical excitations; the model is analogous to the response of a nuclear wavepacket to electronic excitations in optical spectra.

Nonlinear core-hole spectroscopy provides new windows into electronic valence excitations. By controlled attosecond switching of external potentials, it could help develop more realistic anharmonic Hamiltonians for the core-valence couplings, and test the validity of approximate model Hamiltonians.


Publications Resulting from the Project

Program Scope

This project is aimed at direct spectroscopic access to mesoscopic (nanometer) length scales and ultrafast time scales in condensed matter, with the objective of revealing the length scales associated with dynamical events in condensed matter. The primary effort in the project is directed toward nonlinear time-resolved spectroscopy with coherent soft x-ray, or extreme ultraviolet (EUV), wavelengths. Time-resolved four-wave mixing, or transient grating, measurements are conducted in order to directly define an experimental length scale as the interference fringe spacing formed by two crossed excitation pulses.1 Dynamics are recorded through measurement of time-resolved coherent scattering, or diffraction, of probe pulses from the induced grating pattern. Measurements of the dynamical responses at various transient grating fringe spacings (i.e., grating wavevectors) provide both correlation length and time scales for the processes under study. For most complex materials, especially those in which dynamical responses span a wide range of time scales (e.g., polymer relaxation dynamics, dipole or spin glass polarization or magnetization dynamics, etc.), we know little about the correlation length scales involved or whether there is a range of correlation lengths with a well defined correspondence to the multiscale correlation times. For example, it is far from clear whether the faster and slower components of polymer relaxation dynamics should be associated with motions on shorter and longer lengths scales (e.g., molecular end groups and segments or whole molecules) respectively. It is tempting to imagine such an association, but the intuitive connection is challenged by the fact that nearly identical multiscale and temperature-dependent dynamics are observed in supercooled liquids composed of small molecules, aqueous solutions, and atomic ions, none of which have extended structural elements but which may still have long correlation lengths. In these and many other complex condensed matter systems, direct experimental measurements of length and time scales are needed for elucidation of the underlying mechanisms of dynamical processes.

Continued progress in high harmonic generation2 has yielded femtosecond soft x-ray pulses with nanojoule energies and excellent spatial coherence and focusability. The possibility of intensity levels comparable to those used in much of condensed matter nonlinear spectroscopy encourages the effort to extend the spectroscopic methods to EUV wavelengths. EUV transient grating measurements would provide fringe spacings in the range of a few tens of nanometers, permitting direct assessment of condensed matter correlation lengths that are almost all in the mesoscopic range. These correlation lengths have eluded study with optical wavelengths, since the shortest transient grating fringe spacing is on the order of the wavelength.
The initial experiments are aimed at generation and time-resolved detection of acoustic waves whose wavelength and orientation match those of the transient grating pattern. Optical absorption of the crossed excitation pulses gives rise to spatially periodic heating and thermal expansion which launches the acoustic response. [1] Acoustic wave characterization permits direct determination of structural relaxation time scales $\tau$ that are a significant fraction of the acoustic oscillation period, i.e. acoustic absorption is maximized when $\omega \tau = 1$ where $\omega$ is the acoustic frequency. It also permits assessment of correlation length scales $d$, i.e. acoustic scattering increases dramatically as $qd \rightarrow 1$ where $q = 2\pi/\Lambda$ is the acoustic wavevector magnitude and $\Lambda$ the acoustic wavelength. Transient grating measurements with optical wavelengths have permitted study of acoustic waves with wavelengths in the micron range and frequencies in the MHz range. With soft x-ray wavelengths, acoustic waves with wavelengths of a few tens of nanometers and frequencies in the 100-GHz range can be reached. This provides access to picosecond structural relaxation dynamics and nanometer structural correlation lengths in a wide range of complex materials. In polymers and other glass-forming liquids, the full range of relaxation dynamics obtained through EUV and optical experiments permits direct determination of multiscale relaxation dynamics across a very wide range, and the connections between these and nanometer correlation lengths will be tested. High-frequency acoustic wave characterization also offers a wide range of potential practical application including determination of thin film properties such as modulus and thickness.

Strong absorption of EUV wavelengths at bulk material surfaces leads to the generation of surface acoustic waves whose characterization will yield dynamic shear and longitudinal modulus properties at ultrahigh frequencies. A parallel set of experiments has been undertaken to extract a subset of this information, the longitudinal component, for some materials including those that can be deposited as thin films. In these measurements, a thin metal film is irradiated by a sequence of femtosecond optical pulses, and temporally periodic thermal expansion of the film launches an acoustic wave into and through an underlying material layer and a second metal film. The acoustic frequency is given by the repetition rate of the optical pulse sequence. The acoustic wave is detected optically upon reaching the back of the sample. This approach resembles traditional ultrasonics, with photoacoustic rather than piezoelectric transducers. It is not as generally applicable as the EUV transient grating method because of its demands for specialized sample fabrication and the need for acoustic wave propagation through the sample, but for those materials that are amenable, this approach provides a useful segue to the EUV measurements.

Recent Progress

The EUV effort at probing high-frequency acoustic waves has made three advancements to date: 1) we obtained the first experimental data demonstrating transient grating excitation of structured surfaces using EUV high-harmonic radiation as a probe; 2) we demonstrated up to 2 orders of magnitude increased sensitivity in the EUV compared with visible laser probes; and 3) we demonstrated the use of EUV light as a probe of a uniform material excited in a transient grating set-up that measured the acoustic dispersion of thin films. The first two achievements have been reported recently and all three measurements are the first of their kind. [3,4]

The third advance was achieved with a new apparatus that allows optical excitation pulses to be passed through a transparent substrate and crossed at the back of a thin film sample, thereby generating surface acoustic waves that propagate laterally in the film, and allows an EUV probe pulse to be directed to the front of the sample and diffracted by the acoustic waves.
This versatile arrangement allows for excitation with range of optical wavelengths and geometries, i.e. with different angles between the excitation beams to produce different interference fringe spacings and corresponding acoustic wavelengths. The time-dependent diffraction shows acoustic oscillations whose frequencies yield the thin film acoustic waveguide mode dispersion characteristics from which film properties may be extracted. This work is of interest both for basic science and as a potential diagnostic for micro-fabricated structures. It is broadly applicable to a wide range of patterned or unpatterned materials.

The parallel approach to ultrahigh-frequency acoustic wave generation, involving irradiation of the sample with a sequence of femtosecond pulses, required development of a novel femtosecond pulse shaping method involving multiple traversal of an incident laser pulse around a recirculating reflective system, with partial transmission yielding an output pulse each time around. The time interval between successive pulses is adjusted by movement of a single delay stage that carries two of the four 90-degree reflectors in the recirculating system, permitting pulse repetition rates throughout the GHz range. Generation of tunable acoustic waves in thin metal films, with acoustic frequencies up to about 400 GHz, was demonstrated. These results have been reported recently. [5,6]

The first spectroscopic measurements using this approach have been conducted on amorphous silica layers in the 100-1000 nm thickness range. [7] Acoustic waves at frequencies up to 300 GHz, corresponding to wavelengths down to about 20 nm, were generated in a 20-nm aluminum film on one side of the silica sample and detected interferometrically at the back of another 20-nm aluminum layer on the other side of the silica. Note that these were not surface acoustic waves propagating laterally across the sample, as in the case described above, but longitudinal waves propagating through the sample, from front to back. Strong scattering of the acoustic waves due to inherent nanometer-scale structural heterogeneity in the glass was characterized. The wavelength-dependence of the scattering strength permitted comparison of the results to contrasting models of amorphous solid structural correlation lengths.

**Future Plans**

Transient grating measurements are being conducted with progressively shorter excitation pulse wavelengths and interference fringe spacings, permitting generation of acoustic waves with correspondingly shorter wavelengths and higher frequencies, in regions not accessible using visible wavelength probes. The submicron acoustic wavelengths already being produced will be useful for measurements on phononic bandgap materials which show strongly wavelength-dependent acoustic transmission and filtering. Measurements will be conducted as a function of acoustic wavelength and as a function of acoustic wave orientation relative to the symmetry directions of the periodic structure.

Multiple-pulse photoacoustic measurements on silica glass will be conducted at various sample temperatures to assess whether there are important dynamical contributions to acoustic attenuation in the 100-GHz frequency range, as suggested by some models. Other types of glasses including metallic, polymer, and small-molecule glasses also will be examined to compare the mesoscopic correlation lengths in different amorphous material types. Preliminary results from very thin (~ 40 nm) liquid samples have been recorded, and attempts will be made to conduct temperature-dependent measurements in order to elucidate compressional dynamics of supercooled liquids over a wide frequency range.
Figure 1: Measurement of the acoustic dispersion for different Ni film thickness of 40nm, 60nm and 80nm using EUV light. Each data point is a 20 minute scan. At large values of the surface periodicity, all the films have similar acoustic dispersion, indicating that the excitation extends deep into substrate. However, for smaller periodicities, the measurements diverge, indicating that the acoustic excitation is increasingly localized in the film.
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Background and Program Scope

A fundamental challenge in condensed matter research is to understand the dynamic interplay between electronic structure (energy levels, charge distributions, bonding, spin) and atomic structure (coordination, bond distances, atomic arrangements). X-rays are ideal probes of atomic structure, and they also offer important advantages for probing electronic structure via transitions from element-specific core levels with well-defined symmetry. A new frontier in x-ray research is the application of x-ray structural probes on the fundamental, ultrafast time-scales of atomic vibrational periods, electron-phonon, and electron-electron interactions. Such studies are important for understanding chemical reaction dynamics (formation/dissolution of bonds, conformational changes), phase transitions in solids (involving atomic structure and/or electronic properties), and complex systems in which atomic and electronic degrees of freedom are strongly correlated.

The development of ultrafast x-ray science to date has been limited by the lack of suitable tunable x-ray sources for probing structural dynamics on the femtosecond time scale. This research program is based on a novel technique for generating ~100 fs x-ray pulses from a synchrotron storage ring by using femtosecond optical pulses to modulate the energy (and time structure) of a stored electron bunch. The scope of this program includes the development of a simple femtosecond bend-magnet beamline (and associated time-resolved detection and measurement techniques) to serve as a proving ground for time-resolved x-ray science incorporating femtosecond laser systems and end stations suitable for x-ray diffraction, EXAFS, XANES, and photoionization.

An important component of this research program is the development of scientific applications using ultrafast x-rays. Initial research focuses on three main areas: (1) ultrafast atomic and electronic phase transitions in crystalline materials, (2) light-induced structural changes in solvated molecules, and (3) x-ray interactions with atoms in the presence of strong laser fields (see A. Belkacem et al. AMOS abstract). This basic research component of the program will expand significantly with the pending completion of a femtosecond undulator-based beamline at the Advanced Light Source, providing ~10^3 increase in average femtosecond x-ray flux.

Recent Progress

Ultrafast Soft X-ray Spectroscopy of Correlated Materials

The first femtosecond spectroscopy measurements using synchrotron radiation have been demonstrated this past year. Scientific applications have focused on time-resolved
XANES measurements in the model correlated electron system VO$_2$. The goal of this research is to understand the relationship between electronic structural changes and atomic structural changes associated with the photo-induced insulator-metal transition. Femtosecond absorption measurements have been made at the V L-edge near 516 eV (probing the correlated $d$-bands from V-$2p$ states) and at the O K-edge near 531 eV (probing hybridized $p$-bands from O-$1s$ states). At the V L-edge, we observe an ultrafast transient bleach associated with the photo-excitation of electrons into unoccupied $d$-band states. As the carriers thermalize, we observe a long-lived absorption due to the collapse of the band-gap and formation of the metallic state. Complementary behavior is observed at the O K-edge in which a transient absorption indicates the photo-excitation of holes in the $p$-bands. At very early times, we observe evidence of a core-level shift of the O-$1s$ level due to a transient increased valency of the O$^{2-}$ anion resulting from photoexcitation.

**Time-resolved XAS of Solvated Transition-Metal Complexes**

Time-resolved x-ray absorption (XAS) measurements have been made of the spin-crossover reaction in solvated transition-metal complexes. The goal is to quantify the dynamic changes in the ligand bond distance and understand their role in facilitating the ultrafast the spin transition. XAS measurements were made on the spin-crossover complex [Fe(tren(py)$_3$)](PF$_6$)$_2$, dissolved in acetonitrile. Static XAS measurements, at the Fe K-edge, on the low-spin parent compound and a high-spin analog, [Fe(tren(6-Me-py)$_3$)](PF$_6$)$_2$, reveal distinct spectroscopic signatures for the two spin states in the x-ray absorption near edge structure (XANES) and in the x-ray absorption fine structure (XAFS). For the time-resolved studies, 100 fs pulses at 400 nm are used to initiate a charge transfer transition in the low spin complex. The subsequent electronic and geometric changes associated with the formation of the high-spin excited state are probed with 70 ps x-ray pulses tunable near 7.1 keV. Modeling of the transient XAS data reveals that the average Fe–N bond is lengthened by 0.21±0.03 Å in the high-spin excited state relative to the ground state, and that the bond dilation occurs within 70 ps. This structural modification causes a change in the metal-ligand interaction reflected by the altered density of states of the unoccupied metal orbitals. Our results constitute the first direct measurements of the dynamic atomic and electronic structural rearrangements occurring during a photo-induced Fe(II) spin crossover reaction in solution.

**Ultrafast X-ray Beamline Development**

We have made the first observation of coherent synchrotron radiation in the infrared region, consisting of a single-cycle pulse at ~100 μm. This is a direct result of the ultrafast time structure created in the long electron bunch by the femtosecond optical pulse. Based on this, we have developed a new diagnostic to monitor the interaction between the laser and electron beam.

Significant improvements have been made in the capability for generating femtosecond x-rays during normal user operation of the Advanced Light Source. A modified wiggler was installed in the storage ring and commissioned to provide for efficient femtosecond laser modulation of the stored electron beam, while simultaneously providing x-rays for protein crystallography beamlines. Previously, these two uses of the wiggler were mutually exclusive, significantly limiting the availability of femtosecond x-rays.

Finally, significant progress has been made in the design, prototyping, and testing of a gated x-ray detector with nanosecond gating capability and high detection efficiency. This
design incorporates a grazing-incidence photocathode providing near-unity quantum efficiency for both hard and soft x-rays. This is critical in order to isolate a single bunch (for time-resolved measurements) during the common multi-bunch fill pattern at the ALS. This detector will also serve as an ultrafast x-ray streak camera, at somewhat lower quantum efficiency. A camera of similar design has demonstrated single-shot temporal resolution of \(~500\) fs by illuminating the photocathode with 60 fs pulses at 266 nm. In accumulating mode, a resolution of \(~1\) ps was observed integrating at 1 kHz for 1 sec.

**Future Plans**

A new undulator-based ultrafast x-ray beamline is now nearing completion at the ALS. The beamline will consist of a 1.5 T undulator/wiggler providing femtosecond x-rays for two branchlines: a soft x-ray branchline operating in the 0.3-2 keV range, and a hard x-ray branchline operating in the 2-10 keV range. The soft x-ray branchline will include a spectrograph providing \(<1\) eV resolution for single-wavelength experiments, and \(~100\) eV bandwidth for dispersive spectroscopic measurements. The hard x-ray branchline will include a double-crystal monochromator providing \(~2\) eV resolution. The beamlines will include a high repetition rate (20 kHz) femtosecond laser system with an average power of \(~50\) W. The average flux from this beamline is expected to be \(~10^7\) ph/sec/0.1% BW (with roughly 100x increase in flux from the insertion device relative to the current bend-magnet, and another 10x increase over the present laser repetition rate). The beamline will provide \(~200\) fs duration x-ray pulses for a wide range of experiments in ultrafast x-ray science.

Completion of the soft x-ray branchline will enable XANES studies of correlated materials. Initial experiments will focus on complete spectral characterization of VO\(_2\), building on the initial ultrafast x-ray spectroscopy from the bend-magnet beamline. The objective is to understand the dynamic evolution of the electronic bands associated with the insulator-metal transition, and the relative contributions and time scales for d-band shifting, band filling, and core-level edge shifts. In the future, these studies will be extended to phase transition dynamics and critical phenomena in more complex correlated systems such as manganites.

Completion of the hard x-ray branchline will enable femtosecond EXAFS measurements to quantify the atomic structural changes in VO\(_2\) (particular V-O bonding) and other correlated materials following non-adiabatic photo-doping. Time-resolved EXAFS of solvated molecules will focus initially on transition-metal spin-crossover complexes. With femtosecond resolution, we can directly probe the dynamic distortion of the ligand bonds and begin to understand how the atomic structural dynamics are correlated with the electronic spin dynamics. EXAFS studies of photodissociation in Co-based metal carbonyls will be used to understand the transient solvent substitution in the intermediate molecular structures.

Two material systems of interest for ultrafast x-ray diffraction studies on the new beamline are ferroelectrics, and transition-metal organic crystals. In the ferroelectric LiTaO\(_3\), the goal is to quantify the atomic displacement and relate this to anharmonicity and mode softening near the ferroelectric transition. In the linear-chain transition-metal molecular complex [Pt(C\(_2\)H\(_3\)N\(_2\))\(_2\)L\(_2\)][Pt(CN)\(_4\)], the goal is to understand the coherent Pt-I vibration (Peierls distortion) associated with photoexcitation and subsequent formation of the self-trapped exciton.
Publications from DOE Sponsored Research (2002-2005)


Electronic Excitations in Carbon Nanotubes Induced by Femtosecond Pump-Probe LASER Pulses

Pat Richard
JR Macdonald Laboratory, Physics Department, Kansas State University
Manhattan, Kansas 66506
richard@phys.ksu.edu

In this presentation I will review work on a new effort in the JR Macdonald Laboratory directed toward the study of Carbon Nanotubes. We use time-of-flight of electrons emitted from carbon nanotubes following femtosecond pump-probe laser pulses generated by the ultra-fast Ti:Sapphire Kansas Light Source to deduce the energy and temporal behavior of the electronic states of carbon nanotubes.

Time–resolved photo imaging of image–potential states in carbon nanotubes

Experimental Group: M. Zamkov, N. Woody, B Shan, Z. Chang, and P. Richard
Theory Group: H.S. Chakraborty and U. Thumm

The experimental exploration of image–potential states, following their first observation, was limited, almost exclusively, to metal surfaces. The whole arsenal of spectroscopic tools for probing metallic image states can, however, be applied to systems which are at the core of nano-material and nano-device research. The observation of image states in a variety of nanoscopic settings including molecular nanowires, and metal nanoclusters is a possibility. In this context, the study of image–potential states in carbon nanotubes is of unique interest. The cylindrical geometry of the nanotube induces a special rotational degree of freedom, which gives rise to a centrifugal force that counters the electron’s association with the bulk. Recently, the Harvard group of Granger, Kral and Sadegpour (PRL 89, 135506 (2002)) predicted that for a strong centrifugal repulsion associated with high values of electron angular momenta, single wall carbon nanotubes, SWNTs, could support tubular image states that form in the potential well between the repulsive barrier and the long–range image interaction. In an extension of this work, our recent study suggested that in addition to tubular image states, both single- and multi-walled carbon nanotubes, SWNTs and MWNTs respectively, can support low– and zero–angular momentum image states with weak transverse penetrations into the bulk (publication #1). We argued that in sharp contrast to image states above metal surfaces, where the conduction band–embedded delocalization of a state is also possible, the image–potential state of a nanotube can always be localized, and hence experimentally accessible, due to the electron’s reflection from the transverse potential wall inside the carbon cage. This universal availability of nanotube image states for localized excitations and their augmented sensitivity to the surface structure make them strong candidates for surface spectroscopic and STM studies.

We designed an apparatus to search for image-potential states in MWNTs and conducted a successful experiment. Fig. 1 shows the electron spectrum for the case of a 230 fs delayed probe pulse (the pump is the third harmonic, 4.71 eV, of the primary laser beam). The higher energy peaks in the spectrum at \( \geq 3.5 \) eV above the Fermi level are the proposed observed image potential states. We published the first experimental
observation of image-potential states in carbon nanotubes in 2004 in PRL (Publication #2). The observed features constitute a new class of surface image states owing to their quantized centrifugal motion. Measurements of binding energies and the temporal evolution of image electron wave–packets were performed using femtosecond time–resolved photoemission. The associated image electron lifetimes are found to be 220 ± 5 fs as compared with the 40 fs lifetime associated with n = 1 image state of graphite, indicating a strong localization of an image–potential state in front of the nanotube surface. The existence of individual nanotubes within a sample plays a key role in the formation of image–potential states. Due to the fact that “image” electrons are spatially extended from the tube’s surface at distances of up to a few nanometers, the nanotubes need to be isolated from any source of interaction, such as the substrate, micelle or other SWNTs. Synthesis of the adequate size SWNT sample with the latter characteristics is complicated by the tendency of SWNTs to form bundles (ropes). Thus, as a viable alternative, samples of individual MWNTs were used in the preset study. The diameter distribution of high–purity (> 95%) MWNTs were within 10-20 nm, as confirmed by STM measurements. The samples used in the photoemission study, consisted of 0.4–mm–thick freestanding MWNTs “buckypaper” (provided by Nanolab, Inc, Boston, MA), which was attached to a Ta substrate and out gassed thoroughly in multiple heating and annealing cycles with a peak temperature of 700 K.

**Figure 1**

![Figure 1](image)
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**Lifetime of Charge Carriers in Multi-walled Nanotubes**

M. Zamkov, N. Woody, B Shan, Z. Chang, and P. Richard

In this study we investigated the nature of the low-energy excitations in MWNTs by means of femtosecond time-resolved photoemission. These excitations are observed in the low energy spectrum in Fig. 1, which corresponds to the case where the pump and probe beams are time reversed from those used in the image-potential state experiment. The energy dependence of electron lifetimes due to e-e scattering in the vicinity of the Fermi level was selectively measured by plotting the temporal behavior of the spectrum
for each electron energy bin (Fig. 2 shows the decay curve for the 0.17 eV electron energy bin). The observed lifetimes were in the range of 200 to 700 fs. We found the lifetime behavior to be inversely proportional to the square of the excitation energy (experimental result $\tau \sim (E-E_F)^{-n}$ with $n \approx 2.07 \pm 0.1$). See publication #3. This result provides strong evidence that electron transport in MWNTs exhibits a Fermi-liquid behavior, indicating that long-range e-e interaction along the tube vanishes due to screening. The corresponding character of the charge propagation is, therefore, consistent with two- or three-dimensional transport. This result is in contrast to observations in single wall nanotubes which show a deviation from the inverse square behavior and is indicative of one-dimensional structures or Luttinger Liquids.

Figure 2

The Determination of the Electron Mean free Path in Carbon Nanotubes through Electron-Phonon Scattering Dynamics

M. Zamkov, A. Alnaser, N. Woody, S. Bing, Z. Chang, and P. Richard

Hertel, Fasel, and Moos (Appl. Phys. A 75 449 (2002)) recently observed that the decay curves for electron states near the Fermi level in SWNTs consist of two components. We observe the same phenomena in MWNTs as can be seen in Fig. 2. The short decay component is due to e-e interactions as discussed in the previous section and the long decay is due to e-phonon interactions. By measuring the decay time and knowing the excitation energy of the electron we can obtain its mean free path. We obtain mean free paths between approximately 4.0 and 0.8 µm as a function of excitation energy. We can then use this data to test models of the electron interactions leading to this mean free path.

The effect of the laser pump-pulse is to promote the electrons into the conduction band and thus increase the thermal energy of the electronic system. In this case the thermal equilibrium between the unperturbed lattice and the excited carriers will be realized by the energy exchange through e-ph coupling. In the framework of the two-temperature model, TTM (Hertel PRL 84, 5002 (2002)), the temperature can be related to the e-ph coupling term. We determine the temperature for a given delay time between the pump and probe by fitting the spectra to a difference of the Fermi-Dirac distribution functions for the non equilibrium minus the equilibrium case. The non-equilibrium temperature deduced from the data is then used in the TTM to determine the e-ph energy transfer rate and thusly the corresponding electron mean free path. A very good
agreement is found between the measured mean free path and the e-ph interaction model predicted mean free path (This work is not published but is submitted for publication, see below).

Publications: The Determination of the Electron Mean free Path in Carbon Nanotubes through Electron-Phonon Scattering Dynamics

Work in Progress and Future Work: Observation of the Excitonic Blockade of Photoemission from Semi-Condutive Single Wall Nanotubes
M. Zamkov, A. Alnaser, Z. Chang, I. Chatzakis, A. Habib, and P. Richard

We have turned our attention to SWNTs which is the subject of greatest interest in the field of carbon nanostructures. Most of the information about nanostructures is obtained from Photo Luminescence which can be performed for nanotubes in dielectric media.

Nanotube sample production is at the forefront in the development of new science and of applications of nanotubes in areas such as electronic devices. Sample production of nanotubes at best isolates single wall, double wall and sets of multi-wall nanotubes. In each of these types of samples a distribution of nanotubes diameters is produced. Furthermore the samples are a mixture of semi-conductive (S) and metallic (M) nanotubes. In some processes the nanotube samples are free standing, some form bundles of nanotubes, and in some processes they are created in a dielectric environment such as in a micelle-suspension or in an aqueous solution.

The dynamic interplay of e-hole pairs near the Fermi level is solely responsible for many unique properties of SWNTs. Retrieving an accurate time-resolved description of e-h motion, however, is hampered by the fundamental differences in contributions from M and S nanotubes that are inevitably mixed in the samples.

We are studying the electron emission from SWNTs using a modified version of our pump-probe technique used in the work on MWNTs. We have replaced the normal pump pulse from the Ti:Sapphire with an Optical Parametric Amplifier output of variable frequency. The probe is the third harmonic of the primary Ti:Sapphire pulse.

We have compared our electron emission spectra with photo absorption measurements on an identical sample of SWNTs. The characteristic absorption lines that appear at the first and second band gaps for the S nanotubes are not observed in our electron emission spectra; however electron emission is seen for the M SWNTs. This is an important result which demonstrates the dominant formation of strongly bound excitons in S nanotubes at room temperature. We refer to this observation as excitonic blockade of photo electron emission in S nanotubes. The electron emission lines in M SWNTs are from unbound e-hole pairs which can be easily ionized. Recent predictions show that weak excitons are also formed in M SWNTs. Time permitting I will discuss the most recent results of our experiment and recently calculated and measured electronic structures of S SWNTs.

Publications: This is work in progress. First results are being prepared for publication.
1. Laser-assisted collisions (with Thomas Niederhausen)

Project scope: This project seeks to develop numerical and analytical tools to efficiently predict the effects of a strong laser field on the dynamics of electron capture and emission in ion-atom collisions. In particular, we are interested in calculating and understanding the probabilities for electron transfer, emission, and loss in the elementary three-body laser-assisted collision system of slow protons colliding with atomic hydrogen as a function of both, collision and laser parameters. These investigations may motivate and assist in the planning of future challenging experiments using synchronized crossed laser and particle beams. Laser pulses with lengths of a few nano-seconds and intensities of about $10^{12}$ W/cm$^2$ and higher should allow for the experimental verification of the predicted dichroism in the capture probability. In the long run, our studies may contribute to the improved control of chemical reactions with intense laser light.

Recent progress: We investigated the effects of a strong 1064nm laser field on electron capture and emission in slow (keV) proton-hydrogen collisions within both, a simplified 2D reduced dimensionality model and new full 3D calculations that include all three electronic degrees of freedom (Fig.1). In the 2D model of the scattering system, the motion of the active electron and the laser electric field vector are confined to the scattering plane. We have extended these 2D calculations by propagating the time-dependent 3D Schrödinger equation on a numerical grid. We examined the probabilities for electron capture and ionization as a function of the laser intensity, the projectile impact parameter $b$, the angle $\alpha$ between the collision plane and the plane in which the circularly polarized laser electric field vector rotates, and the laser phase $\Phi$ that determines the orientation of the laser electric field with respect to the internuclear axis at the time of closest approach between target and projectile. Since the laser fields breaks the cylindrical symmetry of the collision system, our new 3D calculations of laser-assisted capture and ionization cross sections require the addition of a large number of projectile trajectories. We have tested the convergence of the cross sections (i.e. of the integration over the impact parameter vector) as a function of the number of included trajectories. We found a relatively week variation of the laser-phase-resolved capture cross section on the angle $\alpha$, such that our reduced-dimensionality and full 3D cross section are qualitatively similar functions of $\Phi$ (Fig.2 and [1]).

As a test for the accuracy of our 3D numerical wave function propagation, we turned the laser field off and found agreement with known experimental capture cross sections for p + H collisions. Both, laser-assisted ionization and capture probabilities show a strong dependence on $\Phi$ and on the helicity of the circularly polarized laser light (Fig.2). For intensities above $2\times10^{12}$ W/cm$^2$, we predict a noticeable circular dichroism in the capture probability for slow proton-hydrogen collisions. This dichroism persists after averaging.
over \( \Phi \). Capture and electron emission probabilities defer significantly from results for laser-unassisted collisions. Ionization probabilities depend less sensitively on \( \Phi \), and their phase averages differ much less for co- and counter-rotating collisions than the phase-averaged capture probabilities. For 1.21 keV protons, the difference in the capture cross sections for co- and counter rotating collisions at a laser intensity of \( 5 \times 10^{13} \) W/cm\(^2\) amounts to 40% in our 2D and to 15% in our 3D calculations. Our 3D calculations confirm evidence found in previous 2D calculations for a charge resonance enhanced ionization mechanism that may enable the measurement of the laser phase \( \Phi \) [1].

![Fig.1. Collision scenario for a proton colliding at impact parameter \( b \) with an atomic hydrogen target. For positive impact parameters, the projectile follows the rotating laser field ("co-rotating" case); for negative impact parameters, the projectile moves against the rotating electric field ("counter-rotating" case). \( \alpha \) denotes the angle between the collision plane and the plane defined by the rotating laser electric field vector.](image1)

![Fig.2. Top row: Contributions to counter- and co-rotating capture probabilities from \( \alpha = 180 \) and 0 degrees, respectively, for 1.21 keV p-H collisions in a \( 5 \times 10^{13} \) W/cm\(^2\) circularly polarized laser field. Bottom left: Contribution for \( \alpha = 90 \) degrees. Bottom right: Laser phase-averaged capture cross section for \( \alpha = 0, 90, \) and 180 degrees.](image2)
Future plans: (i) We are currently completing 3D calculations for capture and ionization in laser assisted p + H collisions. We plan to extend these calculations to the asymmetric collision system He\(^{2+}\) + H and to investigate the dependence of capture and ionization on the laser intensity, wave length, and degree of elliptical polarization. (ii) We found evidence for a charge resonant enhanced ionization mechanism in laser-assisted ionization [1] and intend to continue to investigate this effect for various collision and laser parameters. Further, we will attempt to calculate the kinetic energy distribution of the emitted electrons. (iii) We have started to compute perturbatively the scattering amplitude for laser assisted ionization. By comparing numerical results for the S-matrix approach with current 3D grid-propagated cross sections, we plan to evaluate the accuracy of model three-center Coulomb-Volkov wave functions. (iv) We intend to search for optimal collision and laser parameters for the generation of higher harmonics in laser-assisted collisions. In particular, we are interested in isolating contributions to the higher harmonics spectrum that are due to rescattering of the ionizing electron on the projectile.

2. Surface-morphology effects during the neutralization of negative hydrogen ions near metal surfaces (with Himadri Chakraborty, Thomas Niederhausen, and Bovan Obreshkov)

Project scope: The goal of this project is to compute and understand the resonant transfer of a single electron, initially bound to the projectile, during the reflection of a slow ion or atom on a metal surface as a function of the collision parameters and the electronic structure and crystal orientation of the surface. Apart from contributing to the qualitative understanding of the interaction mechanisms through computer animations, this project contributes to the quantitative assessment of charge transfer and wave function hybridization in terms of level shifts, decay widths, and ion-neutralization probabilities. In the long run, it may improve our understanding of surface chemical reactions, catalysis, and diagnostics.

Recent progress: By direct propagation of the time-dependent Schrödinger equation on a 2D numerical grid using the Crank-Nicholson wave-packet propagation method, we investigated resonant charge transfer (RCT) between hydrogen anions and plane Ag [2], Cu [3], and Pd [4] surfaces of (100) and (111) symmetries.

The competitive population of the Shockley surface state and image states during RCT appears to be relevant for the ion survival after specular reflection at the investigated metal surfaces. We found that different H\(^-\) neutralization probabilities near Ag(111) and Pd(111) surfaces are mainly due to dissimilar characters of their respective image states: the conduction-band-embedded image states in Ag(111) strongly favor electron recapture, while localized image states in Pd(111) drive the electron away from the ion and hinder recapture. In addition, by comparing these (111) surfaces with Pd(100), we found that the effect of the long-lived Shockley surface state inside the projected L-band...
Fig.3: Percentage survival probability of 1keV H⁻ ions scattered from Ag(100), Ag(111), and Pd(100) surfaces as a function of the incident angle (= exit angle) with respect to the surface plane.

gap of Pd(111) can only counter this image state effect over a small range of incidence angles near normal incidence (Fig.3).

**Future plans:**

(i) We plan to extend our calculations for plane Ag/Cu/Pd (111/100) surfaces to three dimensions.

(iii) We intend to investigate the neutralization dynamics of H⁻ near the (111) and (100) surfaces of Pt.

(ii) We have begun and intend to continue to investigate resonance formation and charge exchange near vicinal surfaces. In particular, we will investigate the importance of lateral confinement effects (evidence for which was found in photo-emission experiments) for RCT.

(iv) We plan to provide adiabatic decay rates and ionization probabilities for surface-scattered Rydberg atoms.


High-$n$ Rydberg atoms and tailored pulses: a laboratory for wavefunction engineering, non-linear dynamics and decoherence.

C.O. Reinhold

Physics Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831

Mesoscopic objects with a typical size of a few $\mu$m provide a bridge between the microscopic quantum world and the macroscopic classical world. A well-established route to mesoscopic quantum coherent entities is the laser excitation of Rydberg atoms with very high principal quantum numbers $n$. Rydberg atoms with $n \approx 500$ can be routinely produced in several laboratories with narrow-linewidth frequency stabilized lasers [1]. The diameter of such atoms, $d \approx 2n^2a_0$, can reach $\approx 20\mu m$. Likewise, the classical Kepler period of such a “planetary” atom, $T_{\text{Kepler}} = 2\pi n^3 a.u.$ can be as long as $10\text{ns}$ and can thus be probed with conventional electronics. High-$n$ Rydberg atoms are therefore ideal candidates for exploring fundamental notions such as that of coherent control, decoherence, and the classical limit of quantum mechanics.

One practical limitation for exploiting these unique features was, until recently, the difficulty in controlling and manipulating these extremely fragile objects. The recent availability of half-cycle pulses (HCPs) from conventional pulse generators [2] has opened up novel opportunities to control, shape, and manipulate wavefunctions in Rydberg states. Remarkably, these extremely fragile objects (with binding energies as low as $50\mu eV$) can be stabilized by tailored pulse sequences. Their susceptibility to random stray fields and collisions with ambient molecules can be profitably explored to study the quantum-to-classical crossover and decoherence at a level of detail difficult to achieve in other systems.

Recent Progress

In the past few years we have extensively exploited these new capabilities in close collaboration with the experimental group of F.B. Dunning at Rice University and we have developed several schemes for manipulating and probing Rydberg electrons [3-13]. Atoms subject to a train of periodic HCPs have provided an experimental realization of the kicked atom, a valuable test bed for the study of non-linear dynamics in Hamiltonian systems. Studies of kicked atoms have furnished new insights into classical-quantum correspondence as well as a variety of phenomena such as dynamical stabilization and quantum localization which illuminate how the classical world emerges from the quantum world. Dynamical stabilization leads to strong transient periodic localization of the excited electron in phase space and creation of periodic non-dispersive wavepackets. In fact, we have shown that the mixed phase space of regular and chaotic dynamics induced by a periodic sequence of HCPs can be used to filter and shape Rydberg wavepackets. Strong transient phase space localization can also be generated using quasi-one-dimensional Rydberg atoms and a single HCP. Such localization provides new opportunities for control of the atomic wavefunction, i.e., for atomic engineering, by application of a carefully tailored sequence of HCPs to steer wavepackets to desired target states. Transiently localized states can be “trapped” for extended periods using a train of HCPs and later “released” simply by turning off the pulses. Trapping results because the combination of the Coulomb interaction and the external periodic driving field gives rise to sizable stable islands in an otherwise chaotic phase space from which the electron cannot escape. Trapping islands can also be used as tweezers capable of picking up the electron in a given region of phase space and moving it to a different region by using a carefully tailored chirped train of HCPs with varying frequency and strength.

In parallel to these studies, we have invested a considerable amount of time in the development of a theoretical framework describing the collisional decoherence of open quantum systems [14-18]. We plan to exploit this capability in the future to study the decoherence of Rydberg wavepackets. As a prototype for collisional decoherence we chose the internal electronic state of a fast ion traversing solids, which is an
example of an open quantum system in contact with a “large reservoir”. The reservoir includes both the radiation field and the degrees of freedom of the solid. One of our ultimate goals was to simulate the decoherence of the internal electronic state of atoms and ions as exactly as possible. Specifically, we studied the dynamics of hydrogenic one-electron ions traversing amorphous carbon foils, for which accurate experimental data have recently become available [19]. We have derived from first principles a general theoretical framework that incorporates the complex array of collisions with electrons and ionic cores. Interactions with the solid environment and the radiation field are treated on the same footing and the quantum master equation for the reduced density matrix of the electronic state of the ion is approximated by a Lindblad equation. The latter allows the solution of this multi-state problem in terms of Monte Carlo sampling of quantum trajectories whose dynamics is governed by a stochastic non-linear Schrödinger equation. This work has been carried out in close collaboration with the theory group of J. Burgdorfer (Vienna).

**Future Plans**

When a Rydberg wavepacket interacts with an environment (e.g. an ambient gas), the interaction leads to an irreversible dephasing of the wavepacket, referred to as decoherence. Given recent developments, it is possible to envision studies of decoherence of Rydberg wavepackets interacting with “partially controlled” environments. Preliminary work suggests that decoherence rates can be quantified from the dephasing of Rydberg wavepackets [18]. We plan to use as environments a gas of atoms or molecules (whose density can be varied) or well characterized noise produced, for example, using a random sequence of electric field pulses. Clearly, one goal would be to control and modify decoherence with the view to the design and construction of decoherence-free subspaces within which information is embedded. Another goal would be the utilization of decoherent dephasing as a tool to measure cross sections for quasi-elastic electron-atom (or molecule) collisions at energies extending down to micro electron volts.

Present experiments are limited to low scaled frequencies of the trains of pulses. Raising this limit would provide new opportunities for the study of quantum localization and other phenomena at high scaled frequencies. Achieving this goal requires increasing the $n$-level of the initial stationary quasi-1D atoms, which is currently limited to $n \sim 350$. One of our goals is the design of a tailored sequence of pulses for transporting polarized states to higher $n$-levels.

In order to probe wavepackets, single pulses have been used at variable time delay after the steering pulses to probe the momentum and/or spatial distributions of the excited electron [22,23]. We plan to develop a scheme for probing the equivalent of the Husimi distribution of Rydberg wavepackets: i.e. the joint position and momentum distribution. The probability to find the electron at a given time with a given position and momentum can be obtained from the survival probability resulting from the application to the wavepacket of a controllable train of pulses featuring a dominant stable island in phase space centered at the desired position and momentum.

Another avenue for future investigation is the study of pulse-driven recombination. Bound-free transitions induced by stochastic sequences of momentum transfers play an important role in atom transport through solids and in plasmas. No systematic investigations of recombination induced by multiple pulses have been reported although recombination driven by a single HCP has been examined in connection with recombination in plasmas [20] and discussed as an efficient means to recombine positrons and antiprotons to form antihydrogen [21].
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Mode-Specific Polyatomic Photoionization‡

Robert R. Lucchese
Department of Chemistry, Texas A&M University
College Station, TX, 77843-3255
lucchese@mail.chem.tamu.edu

Program Scope

This program is based on a close collaboration between theory and experiment to study molecular photoionization in systems which have strong energy-dependent mode-specific behavior, primarily through the measurement and computation of vibrational branching ratios. Comparisons between theory and experiment can lead to the identification and characterization of the physical process responsible for a particular feature observed in a mode-specific cross section.

Recent Progress

Vibrational branching ratios are ratios of cross sections for photoionization from the same initial state to two different vibrational states of a given final electronic state of an ion. In the Franck-Condon approximation, branching ratios are just ratios of the square of vibrational overlap integrals. In this simplest approximation, the branching ratios are independent of the photon energy. Non-Franck-Condon contributions to the branching ratios are most prominent when there are resonant processes in the ionization continuum and are therefore usually strongly energy dependent. Thus the study of the energy dependence of mode-specific molecular photoionization cross sections is an approach for investigating such resonant processes and their dependence on molecular geometry.

Our theoretical approach has been to study these mode-specific photoionization processes using the adiabatic approximation. Thus we compute the photoionization cross section using the fixed nuclei approximation and then average the geometry dependent dipole matrix elements over appropriate initial and final state vibrational wave functions.

Significant non-Franck-Condon effects can come from two sources. First, the cross sections at energies near to the energy of a resonant state can be very sensitive to the geometry of the molecule, e.g., the position and width of the resonant state changes rapidly with geometry. Second, the excitation of a particular mode can be symmetry forbidden at the equilibrium geometry, leading to an identically zero Franck-Condon intensity. Then if there is a symmetry breaking vibrational mode of the molecule, it is possible that the Franck-Condon forbidden mode may acquire intensity.

We have recently completed a detailed study of the photoionization of N₂O leading to the (7σ)⁻¹ A ²Σ⁺ state of N₂O⁺. Although the system does not have a center of symmetry, both the vibrational modes and bound and resonant electronic states have been found to have approximate inversion symmetry. From symmetry arguments using the Franck-Condon approximation one would expect that the excitation of the approximately symmetric stretching mode would be strong, the excitation of the approximately antisymmetric stretching mode would be weak, and the excitation of the bending mode would be forbidden. There are three one-electron resonances

‡ This research is done in collaboration with Erwin Poliakoff (Louisiana State University) and John Bozek (LBNL)
present in this system: a $\sigma$ resonance that occurs at a photon energy of approximately 20 eV, a second $\sigma$ resonance that occurs at approximately 40 eV, and a broad $\pi$ resonance that also occurs at about 40 eV. The effects of the low energy $\sigma$ resonance on the vibrational branching ratios have been previously studied. At these energies non-Franck-Condon features are seen in the vibrational excitation of the symmetric stretch due to the strong dependence of the energy of the resonance on that mode of the system.

Of more interest are the high-energy resonances which occur at approximately 40 eV. We find that the $\sigma$ resonance is only weakly excited, whereas the $\pi$ resonance is somewhat more strongly excited. The weakness of the $\sigma$ resonance can be understood since both the $7\sigma$ orbital and the 40 eV $\sigma$ resonant state have approximately odd symmetry with respect to inversion. The presence of this resonance leads to a strong feature in the excitation of the bending mode which is forbidden in the Franck-Condon approximation. Additionally there is a corresponding feature seen in the approximately antisymmetric stretching mode.

A careful analysis of the computed results reveals that the cross section in the region of the 40 eV $\sigma$ resonance behaves differently when the N–O bond is stretched compared to when the N–N bond is stretched. This is in contrast to the lower energy resonance where the position of the resonance is more sensitive to the total length of the molecule rather than to the lengths of the individual bonds.

We have recently extended these studies to non-linear molecular systems. The first system we considered was the photoionization of BF$_3$ leading to the $E^2 A'_1$ state of BF$_3^+$. In this channel there is a broad shape resonance at approximately 30 eV which is evident in the cross section as well as in the photoelectron asymmetry parameter. Experimentally, what is found is a broad feature in the vibrational branching ratios for excitation of $v = 1, 2, 3, 4$ of the symmetric stretch. A similar structure is found in the computed results, indicating that this resonant enhancement is due to the shift of the position of the resonance as a function of geometry.

Similar results have been found for the symmetric stretching mode of the SiF$_4$ molecule for photoionization leading to the $D^2 A_1$ state of SiF$_4^+$. In this system there are two prominent shape resonances that occur at 24 and 48 eV. Both of these features appear in the cross sections and in the photoelectron asymmetry parameters. A strong shift of the resonance energies as a
function of the symmetric stretching mode leads to significant non-Franck-Condon branching ratios seen in the experimental and theoretical results.

**Future Plans**

In the coming year we will investigate other types of vibrational modes in non-linear polyatomic molecules. For example, we will consider bending modes in the SiF$_4$ molecule. We will also consider even larger systems such as C$_8$F$_6$. For this system the close collaboration between theory and experiment will be important since the multiplicity of possible vibrational modes makes the unambiguous assignment of experimental features difficult without the support of theory.

Our theoretical efforts will also be directed towards the computation of mode-specific cross beyond the adiabatic approximation. It should be possible to implement a vibrational close-coupling approach to compute the vibrationally resolved photoionization cross sections. This approach has characteristics that should allow it to be implemented without the computations becoming unduly lengthy. First, for systems with a significant amount of symmetry, the full symmetry of the system at the equilibrium geometry can be retained even as symmetry-breaking vibrations are being considered. Second, the interaction with the nuclear potential will not have the same cusp behavior near the nuclei as in the fixed nuclei calculations, thus making the single-center expansion approach used in the calculations converge more rapidly.

**DOE Sponsored Publications in the Last Three Years**


G. J. Rathbone, E. D. Poliakoff, John D. Bozek, Daniele Toffoli, and R. R. Lucchese, Photoelectron trapping in N$_2$O $7\sigma \rightarrow k\sigma$ resonant ionization, *J. Chem. Phys.* - accepted for publication.
An X-ray Microprobe of Laser-Ionized Atoms

E. P. Kanter, R. W. Dunford, D. L. Ederer, C. M. Hoehr, B. Krässig,

Argonne National Laboratory, Argonne, Illinois 60439

A major research theme with 4th-generation x-ray light sources will be pump/probe experiments using femtosecond lasers. In an effort to understand how x-ray photon-atom interactions will be affected by the presence of the strong electromagnetic fields produced by such lasers, we have begun a program to study such phenomena in isolated atoms and molecules at the Advanced Photon Source (APS) at Argonne National Laboratory. During the past year, considerable progress has been made in this work including: 1) demonstration of an x-ray microprobe of the transient underdense plasma created by $4 \times 10^{14}$ W/cm$^2$ ionization of Kr; 2) molecular dynamics simulations of the time-development of the Coulomb expansion; and 3) an investigation of the alignment produced by tunnel ionization.

The experiments were carried out at Sector 7 of the Advanced Photon Source. A Ti:sapphire laser (2.5 mJ/pulse, 50 fs at 1 kHz), synched to the x-ray storage ring rf, was focussed on an effusive jet of Kr. The laser intensity in the focal volume ($\sim 4 \times 10^{14}$ W/cm$^2$) exceeded the intensity needed to saturate ionization of the Kr 4p shell. Removing an electron from the closed Kr 4p shell, produced an underdense ($\sim 10^{14}$ cm$^{-3}$) neutral plasma. As shown by our simulations, the relatively hot ($U_\text{p} = 24$ eV, $T = 12$ eV) electrons produced by tunnel ionization leave the focal volume within a few nanoseconds (see lower left panel in Fig. 1) leaving an ionic target which is well-localized in space by the laser focus. The monochromatized x-rays were focussed with a Kirkpatrick-Baez mirror set to $\sim 10$ m within the larger $\sim 100$ m laser focus. By varying the relative positions and delay times of these two beams, we probed both the spatial and temporal evolution of the ionic cloud.

We detected the K\alpha fluorescence produced by x-ray photoabsorption using Si drift detectors. Additional measurements were conducted with various ion spectrometers (electrostatic and TOF) to characterize the ion velocities produced by the Coulomb expansion. The fluorescence measurements offer a distinct advantage in probing the primary excitation/ionization processes since it is prompt (femtosecond timescale) and insensitive to collisional processes. These results have demonstrated a new form of precision ion spectroscopy with isolated atoms and have necessitated new atomic structure calculations (D.R. Beck, L. Pan, and S. O’Malley, these Proceedings and to be published) of the Kr$^+$ and Kr$^{++}$ ions. Those calculations have enabled us to fit all of the Rydberg structures observed below the shifted continua. The combination of such spectroscopy combined with the simulations has also demonstrated an important new probe of the complex dynamics that ensues in such laser-produced plasmas.

The most prominent feature in the near edge spectrum is the 1s $\rightarrow$ 4p excitation which is absent in the neutral and thus a very clean signal of x-ray/laser overlap. Recently, we investigated the alignment produced in the tunnel ionization creating the 4p vacancy by measuring the dependence of this x-ray transition on the polarization direction of the laser. We found a $\sim$2:1 ratio for this excitation when the laser polarization was parallel to the x-ray polarization compared to when they were transverse. Investigations of the time dependence of such data will help in understanding both the initial alignment and subsequent reorientation following tunnel ionization.
Nondipolar photoelectron angular distributions: A spectroscopic tool to study quadrupole resonances

B. Krässig, E.P. Kanter, S.H. Southworth, L. Young
Chemistry Division, Argonne National Laboratory
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The lowest-order correction to the usual treatment of photoionization processes in dipole approximation manifests itself as a forward-backward asymmetry of the photoelectron angular distribution with respect to the direction of photon propagation. The nondipole effects, albeit generally small in the VUV regime, can be strongly amplified when either the dominant dipole interaction is suppressed or the quadrupole interaction is enhanced. The former situation arises in a Cooper minimum or the minimum of a dipole resonance; the latter can be the case in a quadrupole resonance and this enables us to study such resonances. Quadrupole resonances are not directly observable in photoabsorption. They are seen in electron energy loss spectroscopy, however the extractable information is limited because many multipoles contribute to their formation. The figure on the left shows our experimental data in the energy region of the helium 2s2p 1P dipole autoionization resonance. The photo ion yield in the bottom panel reflects the well-studied Fano profile of this resonance. The top panel contains the nondipolar asymmetry parameter $\gamma$, which is a measure of the forward-backward asymmetry in the photoelectron emission. Here two resonance features are discernible, one at the location of the dipole resonance and one at the location of the 2p 1D quadrupole autoionization resonance. For this quadrupole resonance we do not observe an enhancement but rather nearly a window resonance with vanishing asymmetry at the minimum. At the maximum of the dipole resonance, the forward-backward asymmetry also vanishes because of the strong enhancement of the dipole amplitude; in the minimum the asymmetry nearly diverges because the dipole amplitude vanishes. Off-resonant one can see the typical extent of the observable nondipolar asymmetry in this energy region. We were able to extract the complete set of Fano resonance parameters for this quadrupole resonance. We will be presenting results on a number of such resonances in helium and neon.
Inner-Shelf Photoionization of Atoms and Small Molecules

A. Belkacem

Chemical Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720

Email: abelkacem@lbl.gov

Objective and Scope

The goal of this part of the LBNL AMOS program is to understand the structure and dynamics of atoms and molecules using photons as probes. The current research carried at the Advanced Light Source is focused on studies of inner-shell photoionization and photo-excitation of atoms and molecules, as well as breaking new ground in the interaction of x-rays with atoms and molecules dressed with femto-second laser fields. The low-field photoionization work seeks new insight into atomic and molecular processes and tests advanced theoretical treatments by achieving new levels of completeness in the description of the distribution of momenta and/or internal states of the products and their correlations. The intense-field two-color research is designed to provide new knowledge of the evolution on a femto-second time scale (ultimately atto-second) of atomic and molecular processes as well as the relaxation of atomic systems in intense transient fields.

Double-photoionization of CO few eV above threshold.

We measured double photoionization of CO molecules at 48 eV photon energy. The double ionization of CO produces mostly $\text{C}^+ + \text{O}^+$ fragments with non-measurable amounts of $\text{CO}^{2+}$. The formation of $\text{C}^+ + \text{O}^+$ can proceed through two possible channels: a) Direct ionization of two electron into the continuum – similar to the H$_2$ double ionization – direct channel. b) Ionization of one electron into the continuum followed by autoionization of a second electron – Indirect channel. The electron distribution measured with a COLTRIMS shows a very clear distinction of the direct and indirect channels. The kinetic energy release spectrum shows a series of peaks corresponding to the transient vibrational states of the various electronic states of (CO$^{2+}$)*. These states are similar to previous measurements at higher energies (K-shell photoionization). (CO$^{2+}$)* is found to predissociate through a $^3\Sigma^-$ and $^1\Delta$ dissociative states leading to considerably faster dissociation times than natural lifetimes of the electronic bound states. We plan to improve our current measurement by detecting both electrons in coincidence. We will be able to estimate the dissociation time of these states by using an analysis technique similar to that used to estimate the time of the isomerization of acetylene to vinylidene.

Double-slit interference of photoelectrons from hydrogen molecules

Electrons with de Broglie wavelengths $\lambda_e$ close to the size (0.72 Å) of the H$_2$ (or D$_2$) molecule can be expected to show effects similar to Young’s double slit diffraction of light. In a naive view, one thinks of photo-electron emission arising coherently from near two identical centers leading to a far field interference modulation in the molecular frame
angular distribution. In the case of double ionization with photon energies well above the threshold (e.g. 300 eV) the electrons have strongly asymmetric sharing of the excess energy. The higher energy electron (say 250 eV, $\lambda_e = 0.78 \text{ Å}$) shows interference perturbed by the presence of a slower few eV partner. One can select the inter-nuclear separation within the spread of the v=0 vibrational wavefunction by selecting narrow regions of kinetic energy release in the H$^+$, H$^+$ explosion. The electron emission is not from two well localized sites in this case, but is spread over the extent of the initial electron wavefunction, thus the pattern might resembles more the interference from two wide slits...i.e. a combination of interference modulated by diffraction.

**Electron correlation during photoionization and relaxation of potassium and argon after K-shell photoexcitation**

The dynamics of inner-shell photoionization and the resulting relaxation of the excited atom are complicated by the collective response of all the electrons of the atomic target. Furthermore, this correlated response of the electrons in the atom couples the photoionization and the relaxation processes. In this work we compare the different ion yields and charge state distribution for potassium and argon after K-shell ionization with photon energies from about 100 eV below to about 100 eV above their respective K-shell edge. Though loosely bound, the potassium valence electron plays a major role in the ionization dynamics. Striking differences and surprising similarities are observed between the charge state distributions, which can be traced to the interplay between the various processes (shake-up, correlation between the valence electron and the photoelectron, post collision interaction effects, pre-edge K-shell ionization, and double-excitation with a single photon). We find that the valence electron is rarely a spectator during core relaxation, and its presence enhances loss of the photoelectron excited into Rydberg levels or strongly suppresses recapture of slow photoelectrons through post-collision interaction.

**Inner-shell photoionization of laser excited potassium**

The goal of this study is to modulate the interaction of hard or soft x-rays with the inner-shells of an atom by controlling the excitation of the atom with a sequence of short laser pulses. The binding energy of a core electron of an atom is influenced by the presence and configuration of other electrons in the atom, due to electron correlation effects such as charge screening and coupling. The fact that core electrons are tightly bound and have high (classical) speed allows them to follow adiabatically valence electron configuration changes. The change of the inner-shell excitation energy is induced by the sudden change of the Coulomb screening when the valence electron population is modified. We performed the preliminary experiments at beamline 5.3.1 at the Advanced Light Source using 70 ps x-ray pulses. Due to its low binding energy (4.3 eV) the excitation and ionization of the potassium 4s valence electron is very accessible to existing femtosecond lasers. We developed a time-of-flight detection system in a rapidly but adiabatically decreasing magnetic field (inverse of a magnetic bottle) to detect KLL Auger electrons following K-shell ionization. We found that the 1s-4p excitation energy and the K-shell edge of potassium are modified when the outer 4s-electron is ionized or excited with a femtosecond laser. We also measured a cross correlation between the femtosecond laser and the ALS x-ray pulse. This cross correlation reflects the pulse length of the ALS x-rays and shows the ability of our set up to synchronize both in space and time the laser and the x-rays. This technique that uses the detection of KLL Auger
electron via time-of-flight can work equally well with femtosecond x-rays at beamline 6, SPPS or LCLS when available.

**Development of a COLTRIMS set up to measure DEA of NO and H₂O**

The formation of the resonant dissociative negative molecular states typically peak at electron energies below 10 eV. Thus a major technical problem is the production of a controlled, defined low electron beam that can strike the molecular jet within the uniform electric field field of the COLTRIMS spectrometer. Our approach uses the uniform field and an orthogonal uniform magnetic field. This ExB field steers the electrons along the directions of the gas jet without (or minimally) affecting the electron energy. The low magnetic field (~10 G) used has a minimal effect on the motion of the slow heavy negative ion. This COLTRIMS configuration allowed us the injection of a usable low electron beam into the interaction region of the spectrometer. Earlier studies of DEA found in the literature measured angular distributions of negative ion products, however the COLTRIMS approach will result in higher sensitivity and simultaneous coverage of a wide range of negative ion final momenta.

**Development of a high intensity high harmonic source.**

While the strong interaction regime has typically been inaccessible to (low peak power) synchrotron sources, it can be accessed with recently developed and with foreseeable sources. X-ray Free Electron Lasers will offer high flux (~10^{12} photons/pulse) while high harmonics sources have recently been demonstrated to achieve focal intensities up to ~10^{14} W/cm^2. We plan to study fundamental high field and nonlinear interactions with simple atomic and molecular systems using a high harmonics source optimized for high peak power. We are constructing a high harmonic source based on a 30 mJ, 10 Hz, 800 nm laser system (10 Hz, 800 nm). The laser will drive high harmonic generation and related work in this area suggests that a photon flux exceeding 10^9 photons/pulse is feasible as are peak intensities in the range 10^{12}-10^{14} W/cm^2. The harmonics will be generated in a long (~10 cm) gas cell and directed into an existing experimental chamber. We fabricated a parabolic mirror with multilayer coating to focus the monochratized harmonic to micron size spot. The initial experiment will focus on studying multiphoton ionization of neon atoms and neon dimmers.

**Future Plans**

We plan to extend the pump-probe experiments at the ALS to the new undulator femtosecond beamline 6. We will continue our studies with potassium and extend the measurements to CO. We plan to finish the construction of the high intensity high harmonic source and start initial measurements of two-photon ionization of Neon using high harmonic VUV photons.

We plan to continue application of the COLTRIMS approach to achieve complete descriptions of the single photon double ionization of CO and its analogs. New measurements will be made close to the double ionization threshold and approaching the regime where the outgoing electrons and the ions have nearly the same velocities. Our earlier observations of the isomerization of acetylene to the vinylidene configuration forms a basis for possible further studies of this phenomena perhaps using deuterated acetylene to alter the relative time scales of molecular rotation and the dissociation dynamics.
Recent Publications


“The pair production channel in pair production”, A. Belkacem and A. Sorensen, in print in Radiation Physics and Chemistry.


Although much has been achieved experimentally with quantum information and control with photons and quantum optics, there remains fundamental interest in establishing analogous tools with charged particles, especially correlated electrons and ions. Key steps in this direction have been of course the successes with ion traps, for example not only in assembling a data bus with control gates but in resolving diffraction patterns in differential charge-transfer cross sections as well as a recent precision demonstration of Bell’s theorem with a trapped ion pair. Related directions include advances in atom interferometry—even fullerenes and BEC fragments can be diffracted with standing waves of light, technology akin to the recent remarkable confirmation of the Kapitza-Dirac effect with electrons. We are thus motivated to consider few-body fragmentation detection from the more general perspective of reaction interferometry.

Two-Center Interferometry and Decoherence Effects

It is natural to regard the position of a macroscopic object to be sharply defined: if a cat is sleeping in the chair, we don’t consider for a moment that she may in fact be out on a bench in the garden. Yet, quantum mechanics encourages us to superpose displaced and narrow wavepackets to describe states of a single ‘sleeping cat’ that could be either in the chair or on a bench. This quantum reality and the wider notion of entanglement (something bumps the cat and adds bench and chair markers) are profound and continue to generate debate over what the wavefunction actually describes. Nevertheless, it is now widely recognized that interactions with the environment and their inevitable entanglements can dephase the quantum superpositions. The resulting decoherence eliminates macroscopic interferences and thereby restores a natural sense of reality.

Advances in atom interferometry and ion trapping now afford systematic study of quantum interferences in mesoscopic systems with parameters that can be tracked from quantum towards macroscopic limits. For example, Pritchard and coworkers at MIT\textsuperscript{10} have observed the interference fringes of a sodium atom passing through a Mach-Zehnder interferometer while scattering a photon. Likewise, Monroe and coworkers\textsuperscript{11} at NIST in Boulder have engineered the external motion of a linearly trapped $^9\text{Be}^+$ ion into a double-humped Schrödinger-cat superposition of two displaced coherent-state wavepackets.

We have thus considered the trapped-ion interferometry of a ‘kicked-cat’ state generated by photon scattering from a Schrödinger-cat state in analogy with scattering from the two arms of a Mach-Zehnder atom interferometer.\textsuperscript{12} We consider an incident photon $k_L$ resonantly scattered by an atom or ion target with center-of-mass (CM) position $C$, as depicted in Fig. 1. We assume for simplicity the photon encounter is impulsive and that the target’s external CM motion is described by the initial wavefunction $g_0(C)$ throughout the collision. The asymptotic photon-ion wave is then given by

$$\psi \sim \frac{e^{ikr}}{r} f_s(k) e^{iq \cdot C} g_0(C),$$

where $k \equiv k \hat{r}$ and $f_s(k \hat{r})$ is the free-atom resonance fluorescence amplitude. Here, $q \equiv k_L - k$ so that $\hbar q$ is a momentum transfer to the target by the scattered photon, and $e^{iq \cdot C}$ is the momentum boost of the target external state due to the impulsive encounter once a photon detection direction $\hat{r}$ is selected. This boost and the resulting nonlocal phase shifts when the initial wavefunction $g_0(C)$ is double humped are key elements of the interference effects we analyze. Consider for example the Schrödinger-cat superposition $g_0(C) = g_0^{(0)}(C - C_0) + g_0^{(1)}(C - C_1)$ describing the state of a single target atom or ion. If the component wavepackets $g_0^{(n)}$ are relatively narrow compared to their separation $d \equiv C_0 - C_1$, then the asymptotic kicked-cat state is approximately

$$\psi \sim f_s(k) \frac{e^{ik_L \cdot r}}{r} \left(e^{iq \cdot C_0} g_0^{(0)} + e^{iq \cdot C_1} g_0^{(1)} \right),$$

which makes clear the photon-atom or -ion entanglement relative to the approximate photon scattering points $C_n$. The scattered-photon states $e^{iq \cdot C_n} f_s(k) e^{ik_L \cdot r}/r$ are not orthogonal and

![Fig. 1: Incident photon with momentum $\hbar k_L$ scattered by a two-center target, e.g. two actual trapped ions or a single trapped ion in a double-humped initial state. Here, $k \equiv k \hat{r}$ is the scattered-photon asymptotic wavevector.](image)

---


therefore will not fully discriminate which end of the kicked cat, \( g_0^{(0)} \) or \( g_0^{(1)} \), the atom or ion was in when it scattered the photon. Thus, when allowed to recombine, the two ends of the cat will again interfere but with a visibility reduced by the partial overlap of these photon states.

This work is an outgrowth of general considerations of scattering interferometry and two-center interference effects from extended mesoscopic targets. Within the impulse-approximation, we have developed a simple framework\(^{13} \) for describing a variety of experiments including the observation of Young’s interference fringes with photons scattered by a pair of trapped ions\(^{14} \) as well as photon two-slit interference with a trapped-ion source and thus a realization of Wootters and Zurek’s seminal quantum discussion of Einstein’s celebrated recolling-slit gedanken experiment.\(^{15,16} \)

**Hardy Nonlocality**

In parallel work, we have analyzed the detection of a pair of recoiling reaction fragments, each by its own interferometer,\(^{17} \) to demonstrate Hardy’s contradiction between quantum mechanics and local hidden variables.\(^{18} \) Hardy’s theorem sidesteps Bell’s inequality by establishing the contradiction with just four measurement outcomes on two system fragments. Whereas Bell’s theorem involves fully statistical violations of the quantum description, the Hardy result is simpler and hinges on essentially perfect correlations to establish nonlocality. Our interferometry is based on the projectile-target momentum entanglement and is independent of the identity and internal state of the fragments. Although no doubt a very difficult experiment, our approach is thus relatively straightforward, at least conceptually.

**Dichroism and Nondipolar Effects**

Two-slit detection would also provide new probes of photoionization angular distributions. Even with the photo single ionization of an unoriented atom, we have demonstrated\(^{19} \) that one could generate a circular dichroism analogous to the well established effect seen in photo double ionization\(^{20} \) and thereby extract phase information on nondipolar amplitudes.

A related dichroism and nondipolar probe is expected in ordinary fluorescence in which a photon takes the role of the photoionized electron and is analyzed by two-port interferometry, as depicted in Fig. 2. Such an experiment is currently in progress by T. Gay and coworkers at the University of Nebraska and interference fringes have been observed with rubidium fluorescence photons. Our preliminary analysis indicates the technique may provide a useful method for extracting electric and magnetic quadrupole contributions to dipole allowed transitions.

**Collective Coulomb Excitations**

The coincident measurement of two continuum electrons\(^{21,22} \) has been extended to the photo double ionization of molecular hydrogen in the isotopic form D\(_2\) including coincident detection of the deuterons.\(^{23} \) We have thus developed a description of the photo double ionization cross

---


\(^{23} \) Th. Weber et al., Phys. Rev. Lett. 92, 163001 (2004) and references therein. (Feagin is a coauthor.)
FIG. 2: Fluorescence photon interferometry with a single beam splitter. Here $\mathbf{k}_+$ and $\mathbf{k}_-$ are photon momentum components towards the two entrance ports (mirrors) of the interferometer with $\mathbf{E}_+$ and $\mathbf{E}_-$ the corresponding photon polarization directions. The trick is to resolve these polarization vectors into detector-frame components parallel and perpendicular to the plane of the interferometer, which we find must be tilted relative to the excitation photon momentum $\mathbf{k}_\gamma$ to see an effect.

section for diatomic molecules\cite{24} based closely on the cross section for helium. We derive a dependence of molecular excitation amplitudes on electron energy sharing and dynamical quantum numbers labeling internal modes of excitation of the escaping electron pair.

**Publications and Recent Submissions**


*Comment on Reaction Imaging with Interferometry*, J. M. Feagin and Si-ping Han, Phys. Rev. Lett. 89, 109302 (2002).
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Program:
This research program explores quantum gases of atoms and molecules. Our goal is the study of superfluidity and correlated quantum effects in low temperature gases. As an experimentalist, one can manipulate the trapping potential (either optically or magnetically) as well as the microscopic interactions to realize a number of low temperature physical systems, from superfluids to superconductors and low temperature magnets.

Our work has a two-fold thrust. Our “atomic” approach explores superfluidity in single component (i.e., atomic) Bose-Einstein condensates (BECs) through the study of quantized vortices and vortex lattices. A related and important goal is to realize persistent superfluid currents in the laboratory. We are also pursuing heteronuclear molecular quantum gases. Our approach is to use sympathetic cooling to form a dual BEC, then to create molecules by magneto-association using a number of recently predicted Feshbach resonances [1]. The eventual goal of the molecular effort is to create a dipolar superfluid, a novel strongly correlated quantum system.

Our experiment centers on the production of large atom-number sodium Bose-Einstein condensates (5-10 million atoms). Our method is naturally suited to efficient sympathetic cooling of Rb and the study of Na-Rb mixtures, through the large Na sample available from a high-flux Zeeman slowed atomic beam. Our apparatus is flexible enough that we eventually hope to explore superfluidity and related quantum effects in any of the systems $^{23}$Na, $^{85}$Rb, $^{87}$Rb, as well as mixtures (and molecules) of Na and Rb. The latter mixture has not been magnetically trapped to date.

Recent Progress:
We have realized a novel implementation of the “optically plugged" quadrupole magnetic trap (OPT), a hybrid of optical and magnetic forces [2]. This trapping method affords a large loading volume while maintaining good optical access to the sample, and thus combines the advantages of both magnetic and optical trapping. The OPT employs the AC Stark shift of a blue-detuned laser beam (in our case, a 2.5 Watt, 532 nm laser focused to a ~ 40 μm beam waist) to create an energy barrier that repels atoms from the vicinity of the magnetic field zero at the center of the coils. Without the plug, the atoms can be lost by Majorana transitions to an untrapped state near the magnetic field zero.
A simple estimate of the AC Stark shift required to suppress Majorana loss suggests that the barrier height $U_0$ should exceed $3/2 \ k_B \ T_i$, where $T_i$ is the temperature of atoms at the start of the evaporation process. While previous work [3] only examined barriers of approximately this height, about $k_B \times 350 \ \mu K$, in our work [2] we could produce a BEC using considerably lower barriers of about $60 \ \mu K$. One explanation for this is that Majorana loss, which scales with temperature as $T^{-2}$, becomes significant only at low $T$, when the cloud size is small and the atoms have a high probability of encountering the “hole”. The small loss at higher temperatures can be overcome by the increase in phase space density due to evaporative cooling. Our results thus point to the versatility of the OPT, and suggest that the AC Stark shift barrier may not need to be as large as what one might expect. Future designs might be able to use a laser whose total power is less than 1 Watt.

Papers submitted or in preparation:

- **Metastable BEC.** We have created a Bose-Einstein condensate whose spin orientation is metastable in an external, inhomogeneous magnetic field. The trapping field can in principle be used to coherently control the coupling between spin and spatial wavefunctions. We realized this metastable BEC by transferring the BEC into a “linear” trap formed by only the quadrupole coils, where the magnetic field is zero at the center. Our work is the first realization of a 3-dimensional linear potential for Bose condensates.

Our goal was to explore how a BEC undergoes Majorana transitions to an untrapped state. We have observed a slow decay of atoms over 100-200 milliseconds due to these Majorana transitions. For a thermally excited atom one may use a semiclassical approach to understand the rate of spin flips by considering the motion of an atom along a trajectory in the presence of the field zero. However, for a BEC one must use a quantum picture, in which the spin-flip transition occurs through a coherent evolution of both spatial and spin wavefunctions. We have developed a microscopic picture that connects the semiclassical and quantum-mechanical models. Our results have been recently submitted for publication.

- **Vortex Matter.** We have used Bragg spectroscopy to study lattices of quantized vortices in a BEC. We created these vortices using the rotating magnetic asymmetry of a TOP, or time-orbiting potential trap. Our Bragg scattering technique directly probes the velocity distribution of the rotating superfluid, which is the gradient of the wavefunction phase (see Figure 1). Moreover, our method allows us to directly sense the rotation through the spatial structure of the diffracted atoms, and therefore to construct a complete picture of the two-dimensional velocity flow. It is more general than time-of-flight imaging, which relies on the spatial scaling of the density distribution during expansion. Our results are currently in preparation.
Figure 1: Spectrum of Bragg scattering of atoms from stationary (diamonds) and rotating (circles) condensates. The rotating cloud contains about 35 vortices, and therefore, the spectrum exhibits Doppler broadening compared with the stationary condensate, whose linewidth is mainly limited by mean-field effects.

Future Directions:

- **Dual-species BEC.** We are currently integrating Rb into our BEC apparatus. We are currently implementing a dual atom source, followed by dual-species Zeeman slowing. Our apparatus will feature:
  
a. Mixtures of $^{23}$Na with $^{85}$Rb or $^{87}$Rb. We expect to trap $10^{10}$ Na atoms and $10^8$ Rb atoms, allowing for efficient sympathetic cooling of the latter by the former.
  
b. Feshbach resonances. Using optical traps, we can explore magnetic feshbach resonances in a wide range of magnetic fields up to 1.2 kGauss. A number of resonances below 1 kGauss have been predicted for heteronuclear collisions of $^{23}$Na–$^{87}$Rb. Calculations of the $^{23}$Na–$^{85}$Rb system are underway, which would afford additional possibilities.

- **Toroidal BEC.** Most trapping geometries have a harmonic variation about the trap minimum, resulting in a BEC shaped as an ellipsoid. We plan to deploy hollow laser beams to create a rotating BEC in a toroidal trap, where superfluid
flow is predicted to sustain persistent currents (individual quantized vortices which have been observed are not generally stable).

References


Program Scope

This theory project focuses on the study of atomic processes that occur in ultra-cold plasmas. We have investigated plasmas in strong magnetic fields and without magnetic fields. The results of our studies of atomic processes in strongly magnetized plasmas are of direct relevance to the two collaborations (ATHENA and ATRAP) that are attempting to create cold anti-hydrogen. The results of our studies of plasmas without magnetic fields were used to interpret the results from several experimental groups.

Typically, the plasmas (without magnetic fields) we study have electron temperatures between 1 and 100 K, sizes of a few 100 µm, and evolve over time scales of several 10 µs. The main interest is the non-linear interplay between atomic and plasma processes. For example, two free electrons can scatter near an ion so that one becomes captured by the ion and the other gains energy. Thus, a Rydberg atom is formed and energy is released to the free electrons. The Rydberg atom can serve as a heat source for the plasma because other electrons can scatter from the Rydberg atom and drive the atom to more deeply bound states.[1] We find that the huge role played by the Rydberg atoms in the plasma is analogous to that played by dust in dusty plasmas: the evolution of the properties of the Rydberg atoms and the plasma are strongly linked.[2] Our goal with this project was to understand some of the basic and peculiar properties of ultra-cold plasmas and demonstrate how they arise from the non-perturbative coupling of atomic and plasma physics. Our simulations correctly described all of the puzzling experimental measurements and also motivated several experimental and theoretical studies.

During the past year, we have begun studies of ultra-cold plasmas in strong magnetic fields. The motivation for this study is the interplay between the atomic and plasma physics in strong magnetic fields. A further motivation is that recent experiments have claimed the formation of anti-Hydrogen by causing anti-protons to traverse ultra-cold positron plasmas; unfortunately, very little is known about the processes that lead to the anti-Hydrogen formation or about the properties of the anti-Hydrogen atoms. We are in the process of developing ideas and computer programs to understand the basic atomic processes in strong magnetic fields. The processes that will need to be understood include: three body recombination, electron-Rydberg atom scattering, photon emission from Rydberg atoms, motion of Rydberg atoms, and electron-proton scattering. Even crude estimates of some of these processes will greatly improve our understanding about the formation and evolution of Rydberg atoms in strong magnetic fields.

Recent Progress 2004-2005

We have recently started simulations of atomic processes in strong magnetic fields. We began with the simulation of three body recombination in a strong
We have completed the first stage of this study which was published in Phys. Rev. A. Glinsky and O’Neil computed the rate for this process in the limit that the magnetic field strength goes to infinity. In this limit, the electrons can only move along the field and the positive ion is fixed in space. They obtained a rate that was roughly a factor of 10 smaller than the B=0 rate. We noted that in the recent experiments to make anti-Hydrogen the magnetic fields are very large (3 or 5.4 T) but are not in the limit of Glinsky and O’Neil. We performed classical Monte Carlo simulations of the three body recombination rate including next order effects in 1/B. Our simulations allowed the proton to have its full motion while the electron motion was found using the guiding center approximation since the cyclotron orbit of the electron was by far the fastest time scale and smallest length scale. We found that the recombination rate was roughly 60% higher than in the B=∞ limit for a proton moving slowly through an electron gas.

A much more ambitious study tried to model the motion of the anti-proton through a realistic representation of the trap. In order to do this, we self-consistently solved for the electric potential with a cold positron plasma using the experimental trap geometries and voltages. The simulation included the slowing of the anti-proton due to interaction with plasma waves in the positron cloud, individual scattering with positrons, and capture of positrons and stripping in the trap electric fields. We identified the short time the anti-proton spends in the positron clouds as a dominant effect in the experiments. Detailed calculations are mostly in agreement with all experimental measurements. We were able to obtain additional information about the velocity distribution of the anti-hydrogen and the binding energy distribution and found that the anti-hydrogen atoms had substantially higher than expected speeds along the B-field. The results are published in Ref. [4]. The results of this study confirmed some of the expectations from Ref. [3]. However, we found that the short time spent in the positron plasma greatly reduced the binding energy compared to expectations. This has major implications for the experiments. These results were verified in two later papers published in PRL.

We have completed or will complete by September 2005 the 4 goals set in last year’s report. (1) Three body recombination (TBR) in strong B-field without the guiding center approximation. The character of the states formed in TBR will determine whether anti-hydrogen atoms can be trapped. We have written and used a program to compute TBR (e + e + p goes to H + e) in a strong B-field using the full Newtonian equations of motion. Because of the short cyclotron period of the electron, the numerical solution of this problem is quite challenging; the computations are performed on a massively parallel computer. We have found that the majority of the atoms formed have high B-field seeking character which precludes trapping in magnetic multipole fields. We are currently trying to find simple rules for how the properties depend on the electron temperature and the magnetic field strength. [Status: paper in preparation] (2) Radiative decay in strong B-field. The radiative decay of Rydberg states is qualitatively changed by B-fields of 1 or more Tesla. We have solved for the fully quantum radiative decay of a H atom in strong B-field using a basis set expansion of the eigenstates. We have followed the decay from states with up to n=40 to the ground state by directly solving the time dependent rate equations. Also, we examined a semi-classical
approximation to a subset of states. [Status: paper completed, to be submitted soon]

(3) Double charge exchange. The ATRAP group succeeded in making anti-hydrogen by a two stage process: (a) highly excited Cs was introduced into a positron plasma where a charge exchange occurred making highly excited Ps, then (b) the highly excited Ps entered a region where anti-protons were trapped and a second charge exchange occurred giving highly excited anti-hydrogen. Previous theoretical treatment ignored the strong B-field. We have solved Newton’s equations for this system to obtain the properties of the highly excited Ps and anti-hydrogen as a function of the initial n-quantum number of the Cs atom. We found that, for the ATRAP experiment, the recombination preferentially creates Ps with velocity perpendicular to the B-field and anti-hydrogen atoms that were in high field seeking states. [Status: paper under review at PRA] (4) Closer interaction with anti-hydrogen experimental groups. The competitive nature of the two groups, ATHENA and ATRAP, attempting to make and trap anti-hydrogen put external scientists in an awkward position…not having access to discussions of the interesting physics issues and not being informed of new measurements until after publication. In 2004, the ATHENA group split into 2 groups: ALPHA and AEGIS. The ALPHA group asked me to join that collaboration and I accepted. The atomic physics simulations performed at Auburn University are an important part of the discussions. [Status: formal agreement between institutions to be signed shortly]

We also completed two atomic theory projects in related areas. In Ref. [5], we give the results of calculations of electron impact ionization from excited states of H and H-like ions (Li$^{2+}$ and B$^{3+}$). We compared fully quantum calculations with distorted wave perturbation theory and a completely classical calculation. This is important because ionization from the ground state is not a one step process in many plasmas; the ionization occurs by electron impact excitation to high n states followed by a subsequent ionization. Not surprisingly, we found that the perturbative calculations improved as the charge increased and n decreased. However, we found that the classical calculations did not approach the quantum calculations quickly with increasing n. Fully quantum calculations are time consuming and can be converged only for n < 6. Many plasma modeling programs use simple approximations for ionization out of high n states based on mixed classical/quantum calculations whose validity is now suspect. Our conclusion is that electron impact ionization of highly excited ions is an urgent, open question. In Ref. [6], we computed the charge transfer in collisions of p or He$^{2+}$ with H$_2$ ion. In particular, we investigated the dependence on the angle of the molecular ion relative to the projectile’s velocity. The motivation was calculations performed by Cheng and Esry that did not agree with the results of experiments performed at KSU. Our calculations qualitatively agreed with the calculations of Cheng and Esry.

Finally, this program has several projects that are strongly numerical but only require knowledge of classical mechanics. This combination is ideal for starting undergraduates on publication quality research. Since 2004, 5 undergraduates have participated in this program. Daniel Phalen completed the quantum scattering calculation of Ref. [6] during the summer of 2004. Chris Norton and Michael Wall completed the double charge exchange calculation described above during spring of 2005; they are now working on a time dependent quantum problem. Michelle
Zhang and Christine Taylor are working on a project to simulate the motion of an anti-hydrogen atom interacting with the complicated magnetic fields in the proposed anti-hydrogen traps in order to test ideas about measuring whether or not the anti-hydrogen atoms are trapped. In addition to these undergraduates, this grant supports the investigations of Turker Topcu who is a graduate student; he has completed the investigation of radiative cascade in strong B and is now finishing model quantum calculations of electron impact ionization of Rydberg atoms (n~25).

**Future Plans**

*Ultra-cold plasmas* Recent experiments by S. Bergeson’s group at BYU and G. Raithel’s group at U.Michigan have uncovered interesting behavior of ultra-cold plasmas with cylindrical symmetry. The BYU experiments have B~0 while the UM experiments are in high B. We plan to: (1) simulate the expansion of ultracold plasma in cylindrical symmetry with and without high B and compare to experiment and our previous results for spherical symmetry, (2) simulate TBR in an expanding ultracold plasma in strong B and the properties of the atoms, and (3) simulate plasma stability due to electron-electron collisions in the presence of magnetic multipole fields (under hot debate between several experimental groups).

*Anti-hydrogen motivated calculations* The next stage of the anti-hydrogen experiments will focus on trapping the atoms. This has raised several interesting questions which we will address. We plan to: (1) investigate the properties of atoms formed through TBR in strong B fields and their properties after collisions, (2) investigate the center of mass motion of highly excited H atoms through spatially varying E- and B-fields focusing on how the electric and magnetic dipole moments couple to the motion, and (3) investigate methods to cool highly excited atoms in strong fields.

*Related problems* In many plasma simulations, electron scattering from highly excited atoms is treated by a classical approximation but this may be accurate[5]. Also, several of the projects above assume the availability of scattering data which, in some cases, is not available. We plan to: (1) perform model quantum calculations with reduced dimensionality in order to treat very high n and understand how the quantum results approach the classical and (2) investigate collisions between charged particles (e.g. e + p, e + e, & p + p) at low temperatures but in strong B-fields.

**DOE Supported Publications (2002-2005)**

Laboratory Research Summaries
(by institution)
Our central goal is to establish a quantitative understanding of x-ray interactions with free atoms and molecules. With the advent of hard x-ray FELs, exploration of nonlinear and strong-field phenomena in the hard x-ray regime becomes accessible for the first time. For example, strong focusing can lead to a situation where photoabsorption rates exceed Auger rates to create large ensembles of hollow atoms. Understanding and tracking the vacancy cascade process in these hollow atoms is of intrinsic interest and will be of great importance in accessing radiation damage. We have made progress in understanding the hard x-ray formation of hollow atoms (see Double K-Vacancy Production in Heavy Atoms) and in measuring vacancy cascades using x-ray–x-ray coincidence techniques (see Two-Photon Decay and Vacancy Cascades).

Techniques for microfocusing of x-rays are being developed for our project aimed at understanding the behavior of atoms and molecules in strong-optical fields (see X-ray Microprobe of Optical Strong-Field Processes). X rays provide a simple window on optical strong-field processes because the optical-fields perturb the outer electron shells, but x-ray absorption starts from an unperturbed inner-core level to yield easily interpretable spectra. The time-resolved x-ray microprobe with spectral sensitivity further allows us to probe ion dynamics in complex plasma environments with ~10-micron spatial and ~100-ps temporal resolution. These studies of atoms and molecules in strong-optical fields will be relevant for pump/probe experiments at next generation sources. Foundational to these new experiments is the detailed understanding of x-ray photoionization (see Nondipole Interactions in Photoelectron Angular Distributions). We have explored a broad energy range where the dominant interaction evolves from photoabsorption to scattering, with careful attention to regions near resonances and thresholds. We have focused on understanding the limitations of \textit{ab initio} theory, in particular the validity of the independent particle approximation and the role of multipole effects in the weak-field regime. Recent progress is described below.

**X-ray microprobe of optical strong-field processes**


Understanding the behavior of atoms and molecules in strong external fields is of both intrinsic and topical interest. The manipulation of electron motion by imposing strong laser fields has led to high harmonic generation, strong-field control of molecular dissociation, Coulomb explosion, and x-ray generation in clusters. The unique feature of our studies is the use of microfocused tunable, pulsed x-rays from the Advanced Photon Source to probe within the strong-field environment provided by a focused laser. The controlled microfocusing of x-rays provides many advantages: 1) access to a strong-field environment using standard kHz laser technology, i.e. more efficient use of laser power, 2) micron-level spatial resolution combined with 100-ps temporal resolution to monitor dynamical processes such as Coulomb explosion, 3) ease of sample replenishment. With the x-ray microprobe, we can probe not only isolated atom behavior, but also plasma dynamics with spatial and spectroscopic resolution. This past year we
have completed three distinct studies: 1) isolated atom x-ray spectroscopy of Kr ions produced by the strong field laser, 2) monitoring and simulating Coulomb explosion dynamics in a transient underdense laser-produced plasma, 3) polarization probes of the alignment induced by tunnel ionization.

Our apparatus for x-ray microfocusing into the strong laser-field environment at Sector 7 of the Advanced Photon Source currently yields $\sim 10^6$ monochromatic 14 keV x-rays/pulse into a $\sim 10$-micron spot using a Kirkpatrick-Baez mirror pair. An active feedback system was implemented to stabilize the x-ray beam position to $\sim 1$ micron to enable energy scanning with the double crystal Si(111) monochromator. The x rays were overlapped with the focused output of a new Ti:sapphire regenerative amplifier with 2.5 W average power and repetition rates from 1-5 kHz (e.g. 2.5 mJ/pulse, 50 fs at 1 kHz). The new Ti:sapphire amplifier with its increased reliability and pulse energy, installed in November 2004, was instrumental to the considerable progress that we have made this past year.

A dramatic laser-induced modification of the near-edge spectrum of Kr gas can be achieved via short pulse laser irradiation, as shown in Fig 1. The laser pulse (50 fs) preceded the x-ray pulse (100 ps) by $\sim 1$ ns and the two were spatially overlapped in an effusive jet of Kr with density $\sim 10^{14}$/cm$^3$. The spectra were acquired by monitoring Kr K$\alpha$ fluorescence as a function of x-ray excitation energy. The striking new feature in the x-ray spectrum is the appearance of a strong resonance at 14.314 keV due to the 4p hole created by tunnel ionization at an intensity of $\sim 4 \times 10^{14}$ W/cm$^2$. At this intensity it is impractical to create only a single charge state of Kr. Thus, the laser-on spectrum contains contributions from both Kr$^{1+}$ and Kr$^{2+}$. The laser-on spectrum shown in the lower panel has been fit with three parameters, a neutral background and amplitudes for Kr$^{1+}$ and Kr$^{2+}$. The spectra for the krypton ions were constructed by combining the discrete lines from ab initio relativistic configuration interaction calculations by L. Pan, D.R. Beck and S. O’Malley (submitted for publication) with a continuum matching algorithm proposed by Reilman and Manson (1978). The spectra reveal the shifting of the oscillator strength from the continuum to the discrete lines as a function of ionization stage as well as the change in the K-shell oscillator strength sum rule for higher Z-atoms. It is interesting to compare the incipient ion densities of $10^{14}$/cm$^3$ over an interaction length of $\sim 1$ cm, with that in a typical collinear ion beam experiment, densities of $10^7$/cm$^3$ and interaction length of 100 cm. This demonstrates that laser-generated transient species, e.g. ions, can easily be generated with sufficient density for x-ray spectroscopy.

Beyond the measurement of isolated atom properties obtained at “zero” time delay and “zero” spatial offset, one can also monitor ion dynamics in the complex plasma environment created by the ultrafast laser by changing the time delay and spatial position of the x-ray microprobe.
Under our conditions (density ~10^{14}/cm^3, laser spot size ~100 µm FWHM, Rayleigh range ~30 mm) we create a transient underdense plasma with a central core of Kr^{2+} imbedded in a broader distribution of Kr^{1+}. The subsequent Coulomb explosion can be monitored by tuning the x-ray energy to the 1s→4p resonance to follow the time development of the ion density at various points in space. Within the laser focus, the ion signal is initially a maximum and then decays due to Coulomb explosion whereas outside the laser-irradiated volume, a later maximum occurs as the ions traverse the probe region (Fig 2). The energetic electrons (U_p~24eV) leave the interaction region within ~1 ns and do not appreciably affect the ion dynamics. A molecular dynamics simulation (10000 particles) shows good agreement with the measured temporal development as well as with measured ion kinetic energies. In addition, the simulation reveals a definitive spatial/temporal segregation of the ions that can be useful (see Kanter et al abstract).

A third development has been to probe alignment caused by tunnel ionization using polarized x-rays tuned to the 1s→4p resonance. With the quantization axis (z) defined by the laser polarization, the tunnel ionization process preferentially produces a hole in the p_z orbital. As a consequence, the eigenstates of the ion that can be probed by x-ray absorption are |4p_{3/2,m}\rangle and |4p_{1/2,m}\rangle where m = ±1/2. The m = ±3/2 states have no overlap with the 4p_z orbital. As one rotates the plane of polarization of the tunnel ionization laser relative to that of the x-ray probe, then one expects a modulation of the strength of the 1s→4p resonance, as shown in Fig 3. The large modulation ~2:1 is indicative of significant alignment. The alignment markedly changes the appearance of the absorption spectrum since the 4p resonance is suppressed ~2-fold relative to the continuum when the laser and x-ray polarizations are perpendicular. Following the time development of the resonance can probe reorientation of the 4p hole. The 4p resonance has also been used to measure the x-ray pulse duration through cross-correlation. These data are being prepared for publication.

A wide variety of phenomena can be probed with time-resolved x-ray spectromicroscopy, such as molecular alignment, energy dependence of x-ray propagation through plasmas, and laser ablation mechanisms. We plan experiments to measure the x-ray spectrum of a dressed atom which will complement theory (R. Santra). Initial tests using the kHz laser to align molecules are underway. Aligned molecules will permit stringent tests of molecular photoionization in addition to being useful for many applications.
Nondipole interactions in photoelectron angular distributions
S. H. Southworth, E. P. Kanter, B. Krässig, R. W. Dunford, L. Young,
L. A. LaJohn, R. H. Pratt, B. A. DeHarak, N. L. S. Martin, R. Wehlitz

In theoretical formulations of photoionization, first-order corrections to the dipole approximation include interference of electric-dipole (E1) amplitudes with electric-quadrupole (E2) and magnetic-dipole (M1) amplitudes. For a linearly-polarized photon beam, the differential cross section can be expressed as [J. W. Cooper, Phys. Rev. A 47, 1841 (1993)]

$$\frac{d\sigma}{d\Omega}(\theta,\phi) = \sigma \left\{ 1 + \beta (3\cos^2 \theta - 1)/2 + (\delta + \gamma \cos^2 \theta)\sin \theta \cos \phi \right\},$$

where $\sigma$ is the angle-integrated cross section, $\beta$ is the dipole anisotropy parameter, and $\delta$ and $\gamma$ characterize the "nondipole asymmetries" resulting from E1-E2 and E1-M1 cross terms. Nondipole asymmetries are sensitive to variations in the magnitudes and phases of E1, E2, and M1 photoionization amplitudes and provide information on photoionization dynamics that complements or extends information from cross sections and dipole anisotropies. We have developed a photoelectron spectrometer with four rotatable analyzers that determines the $\beta$, $\delta$, and $\gamma$ parameters from photoelectron intensities measured at selected angles. Experiments on atomic and molecular inner shells have been made using 13–22 keV x rays at Argonne's Advanced Photon Source and valence electrons were studied using 10–200 eV radiation at Wisconsin's Synchrotron Radiation Center.

We previously reported on an experimental and theoretical study of the nondipole asymmetries of Kr 1s photoelectrons over the 11–8000 eV kinetic energy range [Ref. 1]. In a recent paper [S. H. Southworth et al., submitted to Radiat. Phys. Chem.] we compared nondipole asymmetries of Kr 1s and Br K-shell photoelectrons of Br$_2$ and BrCF$_3$ with first-order retardation calculations within the independent-particle approximation (IPA). The point-Coulomb model is inaccurate at lower kinetic energies where screening affects the normalizations and asymptotic phase shifts of the continuum functions. Both full multipole relativistic IPA and nonrelativistic IPA calculations agree well with the measured Kr 1s asymmetries. Two continuum waves are treated in the nonrelativistic model, 1s $\rightarrow$ $\varepsilon_p$ by E1 interaction and 1s $\rightarrow$ $\varepsilon_d$ by E2 interaction. The angular distribution is simplified to the form with $\beta = 2$, $\delta = 0$, and $\gamma$ can be expressed in atomic units as

$$\gamma = 3\alpha \omega \frac{Q}{D} \cos(\delta_2 - \delta_1),$$

where $\alpha$ is the fine-structure constant, $\omega$ is the photon energy, $D$, $Q$ are the radial dipole and quadrupole matrix elements, and $\delta_{1,2}$ are the asymptotic phase shifts. Inspection of the calculated normalizations and phase shifts indicates the presence of an IPA shape resonance in the $\varepsilon_d$ channel that produces rapid variation of the calculated $\gamma$ parameter over the 1–10 eV kinetic energy region for both Kr 1s and Br 1s. The nondipole asymmetries of Br K-shell photoelectrons of Br$_2$ and BrCF$_3$ show energy variations similar to that of Kr 1s. The nondipole asymmetries are negative over the $\approx$5–800 eV kinetic energy range, i.e., the angular distributions are tilted backwards with respect to the photon propagation vector, contrary to the intuitive idea of the photoelectron being pushed forward by the photon momentum. The molecular Br K-shell asymmetries agree fairly well with IPA calculations for atomic Br 1s, which indicates that the $\varepsilon_p$ and $\varepsilon_d$ continuum waves of the atomic model are not significantly modified by rescattering in the molecular field produced by neighboring atoms.
While the IPA appears to be adequate to describe the nondipole asymmetries of K-shell photoelectrons, electron-correlation effects are generally important for valence-shell photoionization where discrete and continuum photoexcitations overlap. Discrete-continuum and continuum-continuum interactions in E1 and E2 photoexcitation channels were studied in earlier measurements of He 1s [B. Krässig et al., Phys. Rev. Lett. 88, 203002 (2002); Ref. 6] and Xe 5s [Ref. 7] nondipole asymmetries. We recently improved the performance of our electron spectrometer by reducing stray electric and magnetic fields and by adding trimming circuits to match the dispersions of the four analyzers. We made more extensive measurements of E1 and E2 autoionizing resonances in He 1s and Ne 2p photoionization and made survey measurements on H₂. Data analysis is in progress.

**Double K-photoionization of Heavy Atoms**

E. P. Kanter, R. W. Dunford, D. S. Gemmell, B. Krässig, S. H. Southworth, and L. Young

The double K-photoionization of heavy atoms is a rare process which produces a hollow atom. The process itself is of fundamental interest as a measure of electron-electron correlations in high-Z systems, but this work has several practical applications as well. For example, planning for future work with the LCLS requires a more complete understanding of the decay paths of such multiply-ionized atoms. We have previously reported on a comprehensive study of double K-photoionization of Ag (Z=47). Measurements were carried out at several photon energies from just below the double K-ionization threshold (51.782 keV) to the region of the expected maximum in the cross-section (~90 keV). The energy-dependence of those data was fitted with a model in which the shakeoff and scattering contributions are calculated independently. Because of extensive previous studies of this atomic system using the electron capture (EC) decay of ¹⁰⁹Cd, the shakeoff contribution is well known experimentally for the single-electron final state produced in EC. Thus, our photoionization measurements served to isolate the effects of the dynamic electron-electron scattering term. Analysis of those results demonstrated a significantly larger scattering contribution than in lighter atoms. Using the scaling properties of electron impact ionization cross sections, we have developed a model which quantitatively describes these observations. In an effort to confirm this model and complete this work, we recently attempted to extend those measurements to 300 keV, well beyond the peak near 100 keV. Such measurements could demonstrate the predicted fall-off toward the EC asymptotic limit. Because of an accident affecting the wiggler beamline used for those high energies we could not obtain sufficient flux during our scheduled period and we will need to repeat those measurements in the near future.

**Two Photon Decay and Inner-shell Vacancy Cascades**


There are a number of processes initiated by photoionization of the K shell of an atom which involve the coincident emission of two or more photons. One process involves two-photon decay in which an ns or nd electron directly fills the K-hole with the emission of two-photons. This transition proceeds via a complete set of virtual intermediate states. Another process involves a cascade of E1 transitions via real intermediate states. We are studying both of
these processes in heavy atoms using x-rays from the APS. The two-photon decay process provides a unique means of testing atomic theory. Typical measurements result in data on transition probabilities differential in the opening angle distribution and the energy of the individual photons. Together these characteristics provide a wealth of information to test the details of the atomic structure of these heavy atomic systems. The study of cascades is part of a general effort by the group aimed at understanding the complex issue of vacancy cascades following photoionization. In our most recent measurements, a pair of germanium detectors was arranged around a gold target that was irradiated with x-rays from the APS. Some of the K-holes produced in the gold target decayed by emission of two photons or participated in a vacancy cascade. We studied these processes by looking for coincidences between the two detectors. Data analysis is currently in progress. The two-photon data provide a measurement of the differential probability for this process as a function of the energy of the individual photons. Our analysis of the cascade data has shown that we can also measure a three-step process involving emission of two photons accompanied by a Coster-Kronig rearrangement in the intermediate state.

Gerade and ungerade photo-double ionization correlation functions in helium at 100 eV and 450 eV above threshold
Bertold Krässig, Alexandra Knapp, Reinhard Dörner

Using the formalism which we reported in a previous year, we extracted the shapes, magnitudes and relative phase of the two dipole correlation functions in photo-double ionization of helium from experimental data taken at 100 eV and 450 eV above threshold [Ref 18]. The experiment carried out by the Frankfurt group marks the highest excess energy at which differential measurements of this process have been made. At 100 eV above threshold the results are qualitatively similar to those at lower excess energies with a peaking of the correlation functions for opposite emission of the two photoelectrons. At 450 eV this situation is dramatically changed. At an energy sharing ratio of about 1:10 the results show the maximum in the correlation functions to be shifted away from 180 degrees to much smaller angles, indicating a shift in importance of the knock-out and shake-off mechanisms in this process at high versus low excess energies.

Future Plans
We plan to emphasize those aspects of our program related to the ultrafast and ultraintense x-ray sources of the future. This includes studies of strong-field effects on x-ray photoionization and vacancy decay. We plan to exploit the ultrafast x-ray microprobe technique to probe aligned molecules and other phenomena e.g. x-ray propagation in plasmas. The facility at APS Sector 7, x-ray microprobe coupled with the high-power ultrafast laser, is positioned to play a unique role in understanding strong-field processes. We plan active involvement in the project to produce 1ps x-ray bunches at the Advanced Photon Source as originally proposed by Zholents [NIM A425, 385 (1999)] and recently simulated for the APS by Borland [(Phys Rev Special Topics - Accelerators and Beams 8, 074001 (2005)]. Our traditional program studying higher-order x-ray induced photoprocesses serves as a basis for studies in the new ultrafast/ultraintense x-ray regime and some specific plans are outlined in each subsection.
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Overview of J. R. Macdonald Laboratory
Program for Atomic, Molecular, and Optical Physics

For more than three decades research in the J.R. Macdonald Laboratory has focused on the dynamics of ions (fast and slow, singly and multiply charged) colliding with ions, atoms, molecules, clusters and surfaces. A major strength of the laboratory has been the presence of a large number of both experimentalists and theorists working in this area, often in collaboration with each other. The science is driven by both theory and experiment. Over the past three years the Lab has added an “ultrafast” intense laser facility (the Kansas Light Source, KLS) and hired new faculty to develop and use it. Even though the laser pulses are actually longer than the collision time scales traditionally studied in the JRML and the electric fields generated by the “intense” laser pulses are typically weaker, using the lasers to interrogate the same targets provides one important benefit — control. The time-dependent profile of the laser pulse can be shaped by the experimentalist and addresses all targets within the interaction volume simultaneously. The presence of the KLS has resulted in a shift in the direction of much of the program away from pure collisions toward intense-laser-matter interactions. This change should be viewed as more adiabatic than sudden: the experimental expertise built in the laboratory over many years for providing targets and for imaging their breakup products and the theoretical tools developed for collisions studies have carried over directly to the AMO ultrafast area. Broadly speaking, the theme that unites the JRML current activities is the same as it has always been: studying the dynamical processes involving ions, atoms, molecules, surfaces, nanostructures exposed to short, intense bursts of electromagnetic radiation. The new feature is the thrust to develop ways to follow these processes in real time. Following the time evolution of a system can provide considerable insight into the dynamics in ways that measuring cross sections alone often cannot.

Most of the present and future activities of the laboratory fall into one of the following theme areas (see following abstracts for further explanation of these topics):

-Time-resolved dynamics of heavy-particle motion in single molecules and molecular ions (Litvinyuk, Ben-Itzhak, Esry, Thumm, Lin, Cocke) COLTRIMS, Coulomb imaging, aligned molecules, pump-probe experiments, time-resolved photoelectron spectroscopy.

-Coherent excitation and control in multilevel systems (DePaola, Chang, Cocke) MOTRIMS, COLTRIMS.

-Interaction of KLS radiation and ions with surfaces and nanostructures (Thumm, Richard) Nanotubes, negative ions on surfaces.

-Attosecond science (Chang, Lin, Cocke) Real-time probes of electronic wave function, harmonic generation, pulse shape characterization.

-Collisions with highly charged ions from the EBIS (Ben-Itzhak, Fehrenbach, DePaola) Slow capture from molecules, MOTRIMS.

-Development of “ultrafast” and other facilities (Chang, Fehrenbach, DePaola, Ben-Itzhak, Carnes, Litvinyuk, Cocke) (Phase stabilized few-cycle laser pulses, femtosecond streak camera, hard-photon/soft-photon pump-probe, “picopulsed” beams of high energy ions)

-Use of national DOE facilities such as the ALS and LCLS within the above themes.
The goals of this part of the JRML program are to study the different mechanisms leading to molecular dissociation and charge exchange following fast collisions, slow collisions, or interactions with an intense short-pulse laser.

**Dissociation and ionization of molecular ions by ultra-short intense laser pulses**, Itzik Ben-Itzhak, Pengqian Wang, A. Max Sayler, Kevin D. Carnes, and Brett D. Esry, – partly in collaboration with Z. Chang’s group and C. Fehrenbach.

Only a handful of experimental studies of intense ultrashort laser interaction with the simplest molecular ions, H$_2^+$, have been conducted so far [1-3]. We have experimentally explored the dependence of laser-induced dissociation and ionization of H$_2^+$ on the pulse duration using the coincidence 3D momentum imaging technique. The vibrationally excited molecular ion beam (~4.2 keV), in our case, is crossed by an ultrashort intense laser beam (35-150 fs, 10$^{13}$-10$^{14}$ W/cm$^2$). The resulting fragments are recorded in coincidence by a position-sensitive detector (see publication #12). Complete angular distribution and kinetic energy release maps are reconstructed from the measured dissociation-momentum vectors as shown in figure 1 for 135 fs (left) and 45 fs (right) FWHM, respectively.

**Figure 1.** N(KER,cosθ) density plots of H$_2^+$ exposed to 135 fs (left) and 45 fs (right) FWHM pulses of about 2.5×10$^{14}$ W/cm$^2$ peak intensity. The center panel shows the spectra obtained by subtracting two measurements of different peak intensities thus eliminating the contributions from the low intensities caused by the volume effect. In panels c and d we show a similar distribution for the ionization channel.

The data measured with the longer pulse exhibits vibrational structure similar to that observed by Sändig et al. [2]. The shorter pulse in contrast leads to a broad peak centered about KER ~ 0.8 eV and a weaker feature at lower KER which is strongly aligned along the laser polarization. Eliminating contributions from low intensities using the IDS method (see panel b, and publication #13) suggest that the broad feature dominates at higher intensities, thus suggesting that it is due to ATD. Calculations performed by Esry indicate that this feature is due to net 2-photon ATD. A similar intensity slice on the longer pulse shows clearly the bond-softening of
the v=6,7 states dominates in this case. In addition, we observed ionization only for the shorter pulse at this peak intensity. It is important to note that the observed differences with pulse duration are much larger than one would expect from previous measurements comparing longer pulses, i.e. 135 fs and longer [2,3]. The KER distribution of the ionization channel is broad (see panel d and publication #17) and indicates no double-peak structure, as was suggested in some theoretical treatments of charge resonance enhanced ionization (CREI) (see, for example, Ref. 4), nor vibrational structure reported recently by Pavićić et al. [3] for 100 fs at somewhat lower intensities.

**Future plans:** We are in the process of evaluating the ionization to dissociation branching ratio as a function of peak intensity for the 45 fs pulse. This ratio will be compared with 3D calculations conducted by Esry’s group. In addition, we will measure the ionization and dissociation of H$_2^+$ for a few cycle pulses. Preliminary results for 12 fs FWHM pulse (i.e. 4-5 cycles) are currently being analyzed, and further measurements will be conducted exploring the pulse-duration domain which is comparable to the dissociation time scale. Further in the future we hope to measure the predicted effects of the carrier envelop phase (CEP) on these processes (see publication #9). In addition, we will explore the dissociation and ionization of a few other diatomic molecules, such as O$_2^+$ and N$_2^+$.


**Isotopic effects in bond-rearrangement of water ionized by fast proton impact and asymmetric bond cleavage of HDO molecular ions.** M. Leonard, A.M. Sayler, K.D. Carnes, R.C. Trujillo, B.D. Esry, and I. Ben-Itzhak. Studies of ionization and fragmentation of water molecules by fast protons and highly charged ions have revealed an interesting isotopic preference for H-H bond rearrangement. Specifically, the dissociation of H$_2$O$^+\rightarrow$H$_2^+$/O is about twice as likely as D$_2$O$^+\rightarrow$D$_2^+$/O, with HDO$^+\rightarrow$HD$^+$/O in between. Further investigations of this isotopic effect lead us to discover that bond rearrangement occurs also when the water molecule is multiply ionized, i.e. H$_2$O$^{2+}\rightarrow$H$_2^++$O$^+$, H$_2$O$^{3+}\rightarrow$H$_2^++$O$^{2+}$, etc. Furthermore, a similar isotopic preference was measured following double ionization. In addition, we observe a strong preference for cleavage of the O-H bond over the O-D bond, specifically about a factor of 2 and 5 for HDO$^+$ and HDO$^{2+}$, respectively (see publication #11). Time evolution calculations of the initial nuclear wave packet projected on the potential energy surface (PES) of the molecular ion are underway in order to determine the relative production rates of this dissociation channels for the different isotopes.

**Future plans:** We plan to explore if these phenomena also occur following electron capture by a slow highly charged ion. For that case, kinematically complete measurements are possible and are expected to reveal more details about these interesting reaction mechanisms.

**Publications:**


Structure and Dynamics of Atoms, Ions, Molecules and Surfaces:
Atomic Physics with Ion Beams, Lasers and Synchrotron Radiation

C.L. Cocke, Physics Department, J.R. Macdonald Laboratory, Kansas State University,
Manhattan, KS 66506, cocke@phys.ksu.edu

The goals of this aspect of the JRML program are to explore mechanisms of ionization of
atoms, ions and small molecules by intense laser pulses and ions and to investigate the
dynamics of photoelectron emission from small molecules interacting with x-rays from
harmonic generation and synchrotron radiation.

Recent progress and future plans:

1) Two-electron removal from small molecules by short intense laser pulses, Ali Alnaser,
S.Voss, T.Osipov, B.Ulrich, C.M.Maharjan, X.-M.Tong, C.D.Lin, Z.Chang, P.Ranitovic,
D.Ray, I.Litvinuyuk, I.Bocharova, C.L.Cocke
(a) The purpose of this project is to develop methods for following, on the shortest time scale
possible, the real-time evolution of small molecules placed in non-stationary states. We have
continued our investigation of the real-time evolution of the simplest of all molecules, H$_2^+$
(D$_2^+$) using short (down to 8 fs FWHM) intense (< 10$^{16}$ W/cm$^2$) laser pulses. Such short pulses
are necessary because the characteristic time scale for heavy particle motion for this (as well as
for many other light “real” molecules) is less than 20 fs. We ionize the molecule by a gentle
single electron removal which launches a wave packet into the 1s$_\sigma_g$ ground state potential of
the molecular ion. After a determined delay we remove the second electron with a much more
intense probe pulse and the remaining two-protons “Coulomb explode”. Fig. 1 shows an
example of the results, where we plot the kinetic energy release of the two coincidently
measured protons as a function of the delay time between pump and probe pulses. We observe
coherently evolving wave packets which oscillate in the “bound” 1s$_\sigma_g$ potential curve and
which dissociate on the 2p$_\sigma_u$ potential curve. We are able to observe not only the evolution of
the centroid of the two-component wave packet, but, in the case of the 1s$_\sigma_g$ packet, the
structure of the wave packet as well. The general appearance of the oscillating packet is that of
outgoing waves whose reflection at the outer turning point is sufficiently “soft” that the
reflected packets are hardly observable, but whose reflection at the “hard” inner turning point
reforms the wave packet again, resulting in repeated out-going wave packets separated in time
by the modified period of the 1s$_\sigma_g$ potential. On the dissociating 2p$_\sigma_u$ curve the packet
proceeds inexorably outward. For weaker probe pulses the well known enhanced ionization is
revealed on this trajectory, allowing us to quantify better the properties of this ionization
process. The experimental results are in excellent agreement with model predictions of X.-
M.Tong. Similar measurements for molecular oxygen targets show qualitatively similar
spectra, with distinguishable oscillatory and dissociative components of the wave packets.
Analysis of these data should help us to determine the energy surfaces on which the molecule
moves and dissociates and illuminate the mechanisms whereby these surfaces are populated in
the first place by the pump pulse. Of particular interest in this case is our ability to analyze the
decay from molecules of different total charge in the same experiment. We are continuing the
extension of this approach to heavier molecules.
(b) Using circularly polarized light we have observed that the recoil-momentum spectra from doubly ionized Ar and Ne targets has marked structure in the “sequential ionization” region. We interpret this to result from the emission of the two electrons at different field levels on the rise of the smoothly evolving pulse. The recoil momentum measures the vector sum of the two momenta, each of which is in turn a measure of the vector potential of the electromagnetic pulse at the time of emission. By combining knowledge of the characteristics of the pulse with the measured momentum spectra we are able to deduce the time elapsed between the emission of the two electrons with a precision of less than the optical period of the pulse (2.7 fs). This represents an extremely fast clock for the timing of sequential events in the destruction of an atomic system. In the future, we hope to be able to exploit the angular correlation of the momenta of the electrons using COLTRIMS methods as a “second hand” of the clock to press this time scale into the sub-fs range.

2) Time-resolved photoelectron spectroscopy, P.Ranitovic, A.Hupach, B.Grankow, C.L.Cocke We are developing a system for doing time-resolved photoelectron spectroscopy in a COLTRIMS geometry. The intent is to use soft x rays in the 20-90 eV range from harmonic generation to photoeject electrons from atoms/molecules which have been previously prepared with infrared pulses. We will use a pump-probe approach to measure the evolution of photoelectron spectra as a function of time after preparation. In the first step of this project, we have now succeeded in measuring photoelectron spectra from Ar targets in a COLTRIMS geometry which collects the entire momentum space distribution of the electrons. Fig. 2 shows an example of the resulting electron momentum spectra, sliced in the x-y plane, where the x-ray polarization vector lies along the z direction. The spectrum is dominated by ionization from the 19th through the 23rd harmonics (photon energies 29-36 eV). We are presently trying to increase the harmonic yields before proceeding to pump-probe experiments.
As discussed in our last progress report, we are engaged in a project to try to generate ultrashort pulses (few ps) of very energetic (MeV/nucleon) heavy ions from our Tandem Van de Graaff Accelerator. The ions are generated in the high energy column of the accelerator by 25 fs pulses from the Kansas Light Source (KLS). Time focusing of the pulses is achieved by a judicious choice of the drift distance between acceleration and detection. The transfer line is complete, the focusing mirror has been installed in the terminal of the Tandem and diagnostics of the particle pulses are now underway. We have had to replace the first spiral tube section in the high energy column of our Tandem with a straight-field section to allow the ions to exit the tube. We observe the expected yields of ions (up to several tens of ions per pulse). The next step is to diagnose and optimize the time duration of the pulses.

4) Synchrotron radiation experiments, T. Osipov, A. Alnaser, P. Ranitovic, C. Marhajan, B. Ulrich, C. L. Cocke (KSU), A. Landers (Auburn Univ.), R. Doerner, Th. Weber, L. Schmidt, A. Staudte, H. Schmidt-Boecking, et al. (U. Frankfurt), M. H. Prior (LBNL). At the Advanced Light Source, we have measured the correlated momentum-space distributions of photoelectrons and charged photofragments from energetic photons on small molecules using COLTRIMS. This work is carried out by a large multi-laboratory collaboration involving the University of Frankfurt, LLBL, Auburn Univ. and KSU. During the past year we have focused on the publication of work on Auger emission from fixed-in-space CO, and double ionization of D\textsubscript{2} and He. (publications from this collaboration are listed as 1,3,5,9,14,16-18 below).

Publications appearing in 2004-2005 not previously listed:

Population Dynamics in Coherent Excitation of Cold Atoms

B. D. DePaola, Physics Department, J.R. Macdonald Laboratory, Kansas State University, Manhattan, KS 66506, depaola@phys.ksu.edu

The research projects described here have as a unifying theme the measurement of the population dynamics in cold atomic and molecular systems under the influence of coherent light. Through these measurements, all of which are done using the K-State MOTRIMS apparatus, various atomic processes are better understood. The processes include efficient multi-level excitation, and laser-assisted cold collisions. Ancillary measurements of certain charge transfer cross sections have also been made.

Recent Progress and Future Plans

1) Capture cross sections for 7 keV Na\(^{+}\) + Rb(4d), M. H. Shah, H. A. Camp, M. L. Trachy, X. Fléchard, M. A. Gearba, H. Nguyen, R. Brédy, S. R. Lundeen, and B. D. DePaola. The original purpose behind the development of the MOTRIMS methodology was to measure charge transfer cross sections in ion-atom collisions for which some unknown fraction of the target atoms had been prepared into an excited state. Because of the flexibility of the technique, however, once these cross sections have been measured, the same apparatus can be used to measure the relative populations in the target system, using charge transfer with a beam of ions as the probe. Since several processes of interest (described below) involve the 4d\(_{5/2}\) state of \(^{87}\)Rb, it was necessary to make accurate measurements of charge transfer cross sections from this state. Na\(^{+}\) was chosen as the projectile because in collisions with Rb, the resulting Q-value spectra have well-resolved peaks. Cross sections for the two major charge transfer channels, resulting in Na(3d) and Na(4s) were measured relative to the previously-measured cross section for the process \(\text{Na}^{+} + \text{Rb}(5s) \rightarrow \text{Na}(3s) + \text{Rb}^{+}\). These results have been accepted for publication.

2) Capture cross sections for 7 keV Na\(^{+}\) + Rb(9f), M. H. Shah, M. L. Trachy, E. Snow, S. R. Lundeen, and B. D. DePaola. In one future project, described in section 3, population dynamics for a 4-level ladder system in \(^{87}\)Rb will be measured. In order to carry out these measurements, the relative capture cross sections for all four levels must be known. In collaboration with a group at Colorado State University (ES and SRL) we have therefore made a measurement of the charge capture cross section for 7 keV Na\(^{+}\) + Rb(9f). This was, essentially, a proof of principle experiment and the cross section obtained is considered preliminary. Nevertheless, based on these results it seems that future experiments on 4-level ladder systems have a good chance of success. However, before the Rb(9f) cross sections can actually be used in population dynamics measurements, values with smaller error bars must be obtained. A new scheme for locking all 3 lasers has been implemented allowing for the extended data acquisition time that will be required to accumulate the necessary statistics.
3) **STIRAP for a three level ladder system in $^{87}$Rb**, H. A. Camp, H. Nguyen, M. H. Shah, M. L. Trachy, M. A. Gearba, and B. D. DePaola. STIRAP, or stimulated Raman rapid adiabatic passage, is becoming an increasingly important procedure for the efficient transfer of populations into a desired state. The STIRAP process is being used in fields ranging from quantum information, to quantum chemistry. Until now, however, no measurement has been made of the temporal evolution of the populations being moved via the STIRAP process. Now, using the MOTRIMS methodology, the dynamics of the STIRAP process have been measured. In this study, a beam of 7 keV Na$^+$ ions was made incident on a target of cooled and trapped $^{87}$Rb. Periodically, the trapping lasers were turned off, the Rb was allowed to decay to the ground state, and two pulses of light were used to excite the Rb from the ground state directly to the 4d$^{5/2}$ level. From the Q-value spectra, charge transfer from the 5s, 5p, and 4d states could be distinguished. Since the relative charge transfer cross sections from these states have already been measured, the relative populations of these states could be readily deduced from the Q-value measurements. Furthermore, by sorting these Q-value spectra as a function of time, keyed to the laser pulsing sequence, the relative populations of these states were continuously measured (with 2 ns temporal resolution) as the trap was turned off, the STIRAP lasers were tuned on, then off, and the system was allowed to decay. Figure 1 shows raw data for this experiment. Counts are plotted versus Q-value and time referenced from the laser pulse sequence. The temporal locations of the trapping, Stokes, and pump laser pulses are indicated. Each ridge in the figure corresponds to a particular charge transfer channel. The ridges relevant to this population measurement are labeled 5, 4, and 2, corresponding to transfer channels originating from 5s, 5p, and 4d, respectively. The onset of coherent excitation is shown by the appearance of charge transfer from Rb(4d). These represent the very first measurement of the temporal evolution of population during coherent excitation. However, the highest predicted population transfer fraction has still not been realized. In the coming year, the full parameter space of the system (intensities and pulse widths of the two lasers, 1- and 2-photon detunings, and relative timing of the two pulses) will be explored. In order to facilitate this study, control of the lasers will be handled by a computer; the level population data will be fed back into this computer and an optimization algorithm will be used to find the optimal laser values – within the limitations of the apparatus.

Because of the potential application in quantum information devices, there is a re-newed interest in the efficient production of Rydberg atoms. On promising approach is STIRAP. Therefore, with the improved Rb(9f) cross section measurement, and with the improved...
locking scheme already in place, the STIRAP process for a 4-level ladder system in $^{87}\text{Rb}$ will be investigated. The excitation scheme is: 5s-5p-4d-9f.

4) Photo-association, associative ionization, and “Penning” ionization in cold collisions, M. L. Trachy, M. H. Shah, R. Brédy, and B. D. DePaola. Three important loss mechanisms in excited cold atoms are photo-association (PA), associative ionization (AI), and “Penning” ionization (PI). In the first process, neutral molecules are formed in photon-assisted collisions between two cold atoms. That is, as two atoms approach, forming a transitory molecule in the electronic ground state, a photon brings the molecule to an excited bound state. In some cases, this electronically excited molecule, generally in a high vibrational state, can then decay to a bound ground state. When this happens, a stable molecule is formed – and is no longer held in the trap. In some variations of PA, additional photons are used to stimulate emission down to the bound ground molecular state. The AI process is similar, but the excitation by more than one laser results in a molecular ion. In true Penning ionization, the internal energies of two excited atoms are pooled, resulting in an ionization event. However, for cold atoms, the collision time is typically much longer than the radiative lifetime, and so this process cannot really occur. In a process related to AI, instead of being excited to a bound molecular ion, the intermediate molecular state can be excited to a repulsive potential in the molecular ion manifold, resulting in the production of a singly charged atom. For lack of a better term this is being called “Penning” ionization, though this does not reflect the fact that the system must pass through an intermediate molecular state. Building on the work of previous researchers, progress has been made at the JRML in developing an understanding of the complicated processes of PA and AI in cooled and trapped $^{87}\text{Rb}$. Thus far, most of our attention has been focused on AI. The dc electric fields that already exist in the MOTRIMS apparatus were ideal for the extraction of both molecular and atomic ions. The atoms/molecules were prepared with 50 ns pulses of light slightly red-detuned from the 5s-5p transition (~780 nm) and slightly blue-detuned from the 5p-4d resonance (~1529 nm). Figure 2 is a time-of-flight spectrum in which one can see two peaks associated with molecular ions, and a single structure associated with atomic ions. The broader atomic structure yields the energy spread of the repulsive potential curve. When compared with theoretical calculations of these curves, this will hopefully give information on the internuclear separation at the time of excitation. In red triangles is shown the atomic ion feature in the absence of the 1529 nm radiation (designated “L2” in the figure). Note that no molecular ions are formed under these conditions. Experiments have already been done in which these
spectra are taken as a function of the intensities of the two lasers. The relative areas under the 2 molecular and 1 atomic peaks vary differently with these intensities, giving some clues as to their excitation paths. In the coming year, more systematic measurements of molecular and atomic ion production will be made as a function of the two lasers’ intensity and detuning (measured from atomic resonance). In addition, measurements of PA will be attempted, using the projectile ions of the MOTRIMS apparatus as a probe of neutral molecule formation. An informal collaboration has been established with Prof. Ortiz, of the Kansas State Univ. Chemistry Department. Helped by his expertise in molecular structure calculations, it is hoped that the excitation channels can be determined in PA, PI, and AI.

Publications appearing in 2004-2005 not previously listed:

TIME-DEPENDENT TREATMENT OF THREE-BODY SYSTEMS IN INTENSE LASER FIELDS

B.D. Esry
J. R. Macdonald Laboratory, Kansas State University, Manhattan, KS 66506
esry@phys.ksu.edu
http://www.phys.ksu.edu/~esry

Program Scope
The primary goal of this program is to understand the behavior of H$_2^+$ in an intense laser field. Because the system has more degrees of freedom than can be directly treated, past theoretical descriptions have artificially reduced the dimensionality of the problem or excluded one — or more — important physical processes such as electronic excitation, ionization, vibration, or rotation. One component of this work is thus to systematically include these processes in three dimensions and gauge their importance based on actual calculations. Further, as laser pulses get shorter and more intense, approaches that have proven useful in the past may become less so. A second component of this program is thus to develop novel analytical and numerical tools to describe H$_2^+$. The ultimate goal is to understand the dynamics of these strongly coupled systems in quantum mechanical terms.

Recent progress
In the last year, we have worked to develop our ability to solve the time-dependent Schrödinger equation for H$_2^+$ and its isotopes in an intense laser pulse. We now have computer codes to solve this problem at several levels of approximation, including most standard approximations. In fact, our most sophisticated code matches the state-of-the-art. We have used these codes to study novel effects such as the dependence of dissociation on the carrier-envelope phase difference (Pubs. [5] and [6]) and to support the experimental efforts of I. Ben-Itzhak’s group (Pubs. [7,8,10,12]).

Our most sophisticated code solves the time-dependent Schrödinger equation assuming that the nuclei can move only along the direction of the linearly polarized laser. Nuclear rotation is thus ignored, but all other degrees of freedom — both nuclear and electronic — are included exactly. The resulting calculations are three dimensional: nuclear vibration plus two electronic degrees of freedom (the azimuthal angle about the molecular axis can be eliminated by symmetry). These spatial degrees of freedom are discretized using finite differences, and the time evolution is accomplished through a combination of split operator techniques and Crank-Nicolson propagation. Our implementation allows us, however, to treat non-Cartesian coordinates with nonuniform grids while explicitly maintaining the symmetry of the Hamiltonian. We also take advantage of the mass difference between the nuclei and electron by using larger time steps for the nuclear propagation than for the electronic propagation. Finally, we use coordinate scaling to propagate the system to large times, allowing easier extraction of the nuclear momentum distribution. Details of this method are given in Pub. [6].

Probably our most fruitful results (to date) from this code have been in uncovering the influence of the carrier-envelope phase difference (CEPD) on the dissociation of H$_2^+$ and HD$^+$ (see Pubs. [5,6]). In particular, our initial calculations showed that the ratio between
dissociation of HD$^+$ into p+D and H+d can vary by as much as a factor of three with the CEPD for 10 fs laser pulses ($\sim 7 \times 10^{14}$ W/cm$^2$, 790 nm). Similar effects can be seen in the angular distribution of dissociation fragments from H$_2^+$. More detailed calculations showed that the kinetic energy release spectrum of the fragments can show an even more marked difference between the two channels — as much as a factor of 100 at some energies.

These calculations showed that the dissociation of HD$^+$ or H$_2^+$ could, in principle, be controlled by varying the CEPD with laser and detector technologies currently available. The caveat is that in our calculations we considered only the situation in which the molecules started in their ground state. In reality, these molecular ions are produced in an ion source from neutral molecules. The charge stripping is, to a very good approximation, described as a Franck-Condon transition leading to a distribution of vibrational states in the molecular ion. In order to predict whether these CEPD effects can be seen experimentally, then, we should repeat the calculations for each of these initial vibrational states and weight the results with their proper Franck-Condon factor. Moreover, we should include an average over the intensity distribution in the focal volume of the laser. We have recently carried out such calculations and found that while each individual initial vibrational state shows CEPD dependence, the average effectively does not. To see the CEPD dependence, a differential quantity such as the energy distribution must be considered. We are in the process of preparing these results for publication.

We have also used this code to carry out calculations corresponding to the experiments of I. Ben-Itzhak’s group (see his abstract for more details). In addition, at lower intensities where ionization is less important or negligible, we have solved the time-dependent Schrödinger equation in the Born-Oppenheimer representation. As seems to be the case generally in the field of intense laser-molecule interactions, both theoretical approaches give general agreement when compared with experiment, but differ in some details. It is not clear whether the discrepancies are the consequence of approximations in the theoretical approaches or in unaccounted for experimental conditions.

**Future plans**

We will continue to develop the theoretical methods and computer codes described above. In particular, we plan to work closely with I. Ben-Itzhak’s group to refine the methods and resolve lingering differences between theory and experiment. For instance, efforts are already underway to include nuclear rotation in the Born-Oppenheimer treatment of dissociation.

Beyond our efforts to perform accurate calculations for these systems, we will spend more time developing simple models with which these systems can be understood in at least a semi-quantitative manner. Although not described above, we have spent time during this past year on such models, and they are beginning to show promise.

Finally, we will continue to search for novel effects — such as the CEPD dependence of dissociation — in these systems.
Publications


In this abstract I report recent progress and future plans in the theoretical studies involving atoms and molecules within my group. References to our published papers or preprints (the full list is given at the end of this report) are given in bold letters in the text.

1. Interaction of intense laser fields with molecules and high-order harmonic generation from aligned molecules

Recent Progress:
In collaboration with experimentalists at JRML we continued to explore the double ionization dynamics of molecules. By using sub-10fs pulses with relatively low laser intensity it has been demonstrated that the angular distributions of the atomic ion yields from the breakup of molecules can be explained by the alignment dependence of the tunneling ionization rates of molecules with respect to the laser polarization direction. Experiments performed for N₂, O₂, CO, CO₂, and C₂H₂ molecules have been confirmed from our theoretical calculations. These results have been published with experiments in A₇, A₁₀, A₁₄. In the theory paper A₁₀, we also showed that further focusing of the atomic ions towards the laser polarization direction is large when longer pulses or higher intensities are used in such experiments. The theory explains why in most of the earlier experiments the ion fragments appear to emerge mostly in the laser polarization direction.

We have also published the detailed paper on sequential double ionization of molecules (A₁₅) during this period. The rescattering theory developed earlier has also been used to explain the experimental results, see A₁₃. A short review paper on the ionization dynamics of molecules by lasers is given in A₁₂, while a longer review has been submitted as a chapter in a monograph (B₃).

During the last few months, we have undertaken the study of the high-order harmonic generation (HHG) from aligned molecules. Since full ab initio calculations are still impractical we adopted the Lewenstein model for the HHG calculation but using accurate molecular wavefunctions. We have illustrated that the angular dependence of HHG also depends critically on the symmetry of the highest occupied molecular orbital (HOMO), see A₄. This study was motivated by recent HHG measurements in Canada and Japan using the pump-probe method where a pump beam was used to align the molecules while the probe beam was used to generate high-order harmonics at the rotational revival periods where the molecules are best aligned.

Future plans:
We anticipate that additional works on laser-molecule interactions be carried out, especially by few-cycle pulses, to study the dependence of the ionization yields vs the carrier-envelope phase of the pulse. The dependence of HHG on the alignment of molecules will be analyzed further since a recent experiment by Kanai et al [Nature 436, 470 (2005)] indicates that internuclear separation also plays an important role in determining the angular dependence of HHG.

2. Attosecond Physics
**Recent Progress:**

In the emerging field of attosecond physics, we have made a few relevant theoretical studies. Cross correlations between the attosecond pulse with few-cycle infrared lasers are the standard methods for such experiments. We have analyzed the electron spectra of an autoionizing state which was created by an attosecond XUV pulse and decays in the presence of the IR laser. By analyzing how the electron spectra change with the time delay between the two pulses, we showed how to extract the resonance parameters of the autoionizing state (A2). We have also calculated the angular distributions of the photoelectron spectra by an attosecond pulse in the presence of a circularly polarized IR laser. We showed how to extract the attosecond pulse parameters such as the pulse duration and the chirp from the angular distributions of the electrons (A5). This study was initiated in lieu of the attosecond pulses generated by the polarization gating method at JRML by Dr. Z. H. Chang's group.

In a separate theoretical paper (A8) we showed that the presence of an intense laser can modify the electron spectra produced by an attosecond XUV pulse with the emergence of new resonances that are not produced by the weak attosecond pulse alone. This is analogous to the linear Stark effect where new states can be generated by the electric field.

**Future plans:**

Attosecond pulses are expected to be used to probe the time evolution of the electronic motion. To study electron-electron interactions, one of the most exciting areas is the probing of the collective modes between the electrons in doubly excited states. Under the previous DOE support we had studied these modes theoretically in the 1980's. Now it appears that attosecond pulses can be used to probe these modes experimentally. First we ask how would the electron spectra change with time when coherently populated doubly excited states are probed with attosecond pulses. Preliminary results indicate that the bending vibrational modes of the initial states can indeed be observed directly in the time-domain in the photoelectron spectra.

Another related application of attosecond pulses is to map the vibrational wave packet of a molecular ion when the molecule is first ionized. Theoretically the vibrational wave packet can be calculated, including its spreading and possible interference. Using 8 fs lasers for pump-probe experiment, Cocke's group have shown that it is possible to map out the time evolution of the wave packet (see his abstract). However, the wave packet is only partially mapped at each time in their experiment. We have performed calculations using attosecond pulses as the probe and it was found that the whole wave packet can be mapped out directly.

3. **Hyperspherical approach for low-energy rearrangement collisions**

**Recent Progress:**

We have applied the general hyperspherical close-coupling code to perform a few more calculations. One was for the positronium formation in positron-Li and positron-Na collisions (A6) and another was for muon transfer from muonic hydrogen to atomic oxygen and nitrogen (A9). Both calculations were carried out in view of some controversy in experimental results or in other theoretical calculations. We also studied C6++H collisions using the hyperspherical method and extended it to below thermal energies. The calculation also resolved the controversy from a recent extended theoretical calculation (B2) based on the semiclassical method. A review paper from a conference talk on this subject (applications of atomic collision data for fusion) was also published (A3) recently.

4. **Doubly excited states of He near the three-body breakup threshold**
Recent Progress:
Based on our recently developed diabatization technique in hyperspherical close-coupling method, we have applied it to study the level statistics of resonances near the three-body breakup threshold of He. By eliminating channels which belong to different bending modes, we have been able to reduce the number of channels in the close-coupling calculations from many hundreds to a few tens, and the reduced Hilbert space was then used in the calculation and analysis of doubly excited states below the N=20-40 thresholds of the He$^{+}$ ion. Using the Bredy parameter, we have been able to demonstrate the gradual evolution of level statistics toward the Wigner distribution as the threshold is approached from below. To simplify the calculations we have also employed the so-called s$^2$ model where the angular momentum of each electron was restricted to zero. This work has been written up recently (B4) but much more has to be done and can be done. Future calculations would involve the calculation of cross sections from photoabsorption or from electron scattering and it is hoped that Ericson fluctuation will appear as the three-body breakup threshold is approached.

Publications (A1-15 are new papers since the last DOE meeting)


Preprints (As of August 1, 2005)

B1. C. D. Lin, X. M. Tong and Z. X. Zhao, "Effects of orbital symmetries on the ionization rates of aligned molecules by short intense laser pulses", J. of Mod. Optics


Objective and Scope

The AMOS program at LBNL is aimed at understanding the structure and dynamics of atoms and molecules using photons and electrons as probes. The experimental and theoretical efforts are strongly linked and are designed to work together to break new ground and provide basic knowledge that is central to the programmatic goals of the Department of Energy. The current emphasis of the program is in three major areas with important connections and overlap: inner-shell photo-ionization and multiple-ionization of atoms and small molecules; low-energy electron impact and dissociative electron attachment of molecules; and time-resolved studies of atomic processes using a combination of femtosecond X-rays and femtosecond laser pulses.

The experimental component at the Advanced Light Source makes use of the Cold Target Recoil Ion Momentum Spectrometer (COLTRIMS) to advance the description of the final states and mechanisms of the production of these final states in collisions among photons, electrons and molecules. Parallel to this experimental effort, the theory component of the program focuses on the development of new methods for solving multiple photo-ionization of atoms and molecules. This dual approach is key to break new ground and solve the problem of photo double-ionization of small molecules and unravel unambiguously electron correlation effects.

The relativistic collisions part of the program has been phased out in favor of branching into dissociative electron attachment measurements using COLTRIMS in support of the theoretical effort in the area of electron driven chemistry. These studies make use of the group’s expertise at performing “complete” experiments using COLTRIMS. The theoretical project seeks to develop theoretical and computational methods for treating electron driven processes that are important in electron-driven chemistry and that are beyond the grasp of first principles methods.

The goal of the ultrafast science effort is to probe fundamental atomic and molecular processes involving femtosecond (and ultimately attosecond) x-rays interacting with atoms and molecules in the presence of laser fields and shed light on electron correlation within these systems. LBNL is at the forefront in the development of femtosecond X-ray science and the AMOS group is playing a major role in this development. This effort, ultimately, is aimed at extending the inner-shell photo-ionization and photo-fragmentation studies into the time-domain by using COLTRIMS type detection techniques to perform similar “kinematically complete” experiments. This work uses a combination of femtosecond “sliced” X-rays at the undulator beamline at the ALS and a high harmonic generation source. Major parts of this effort will form a basis of the involvement of the AMOS group in research that will be conducted at LCLS.
Atomic, Molecular, and Optical Science: Fractional-Cycle Excitation of Bound State Transitions

Harvey Gould

Mail Stop 71-259
Lawrence Berkeley National Laboratory, Berkeley, CA 94720
e-mail: hagould@lbl.gov

August 2005

Abstract

Excitation of bound state transitions by fractional-cycle pulses is compared to excitation of the same transitions by single-cycle and multi-cycle pulses. Preliminary results show striking new effects that are also likely to be seen in short-pulse laser experiments.

1 Program Scope and Definition

Subtask

The fractional cycle pulse experiment was a subtask of the LBNL AMOS program.¹

Background

Laser pulses have been shortened to a single cycle at XUV wavelength, less than a single cycle at optical wavelength, and may soon reach one-half cycle. At 780 nm, the time span of a single cycle is about 2.7 fs.

The interaction of fractional-cycle pulses with matter is expected to be different than the interaction of multi-cycle pulses with matter because simplifications such as transitions between isolated states, and the rotating wave approximation are no longer valid. For example, a transition induced by a single-cycle pulse will, because of the uncertainty principal, have a coherent bandwidth equal to the frequency of the radiation (about 1.5 eV for 780 nm) and far greater than natural linewidths.

For many systems, the transition linewidths will be of the order of the variations in level spacings. The system can then respond as if it had equally spaced levels, allowing successive transitions to populate additional levels. For some systems, the transition bandwidth will encompass multiple levels.

¹also funded by NASA and by a NIST Precision Measurements Grant.
2 Preliminary Results

Experiments on Magnetic Hyperfine Levels of Laser-Cooled Cs Atoms in a Fountain

Transitions between cesium ground state $m_F$ (hyperfine) sublevels separated by a weak magnetic field were studied. Two-cycle pulses, single-cycle pulses and half-cycle pulses were applied the fraction of atoms, transfered from the $m_F = 4$ state to one of the other 8 $m_F$ states was measured. For each pulse type the measurement is performed using first a sine wave pulse shape and then using a cosine wave pulse shape. In a cosine wave pulse the initial amplitude is a maximum.

Data

The data were taken by Jason Amini\textsuperscript{2} and by Harvey Gould. Theory support and design assistance are provided by Charles Munger. The data are shown in Fig. 1. Pulse lengths of two cycles, one cycle and one-half cycle were used and for each of these two different starting phases (sine and cosine) were compared. As the frequency was scanned, the pulse length was adjusted to maintain a fixed number of cycles. As the number of cycles was reduced from two cycles to one cycle to one-half cycle, the power was proportionally increased to maintain equivalent transition probability. The power was initially chosen to maximize transitions from the starting level.

Because the nine $m_F$ sublevels levels were equally spaced, successive transitions, $m_F = 4 \rightarrow m_F = 3 \rightarrow m_F = 2 \ldots m_F = -4$ are allowed, as are transitions that return the atom to the initial $m_F = 4$ state. This is similar to what may be expected with laser pulses in which the coherent bandwidth is comparable to the differences in level spacings.

In Fig. 1 we see the transition resonance peak shifting from the 190 Hz transition energy, broadening, and distorting, as the number of cycles decreases from two cycles to one-half cycle (a decrease in the number of surviving atoms indicates that transitions are being induced). Structure at low frequencies also develops, especially for the cosine pulse.

The implications are that fractional cycle pulses may not provide reliable spectroscopic measurements. There may be effects due to the carrier-envelope phase, and transitions may appear at frequencies much lower than the presumed transition frequency.

Similar results were seen when comparing 180-degree phase pulses (negative sine wave) with 270-degree (negative cosine) pulses and are also seen at a different transition frequency. In the sine wave data, an attempt was made to observe stronger oscillatory behavior by increasing the power, but only a small effect resulted. Similarly, reducing the power in the cosine data made the amplitudes smaller but did not remove the oscillations or change their basic character.

A time-dependent Schrödenger Equation calculation, which does not use the rotating wave approximation, was performed by C. T. Munger. The calculation reproduces

\textsuperscript{2}J.A. is supported by NASA and by a NIST Precision Measurements Grant
Figure 1: Transitions induced by two-cycle, single-cycle and half-cycle sine and cosine pulses from 10 Hz to 400 Hz. The surviving fraction of the initial $m_F = 4$ state is measured so that transitions appear as a decrease in counts from the nominal 1200 counts. In (a) - (c) the pulse is a sine wave which begins at zero amplitude and in (d) - (f) the pulse is a cosine wave which begins at its maximum amplitude. In (a) and (d) are shown the results for two cycle pulses, (b) and (e) for one cycle pulses, and (c) and (f) for one-half cycle pulses. The waveform is shown in a box in the lower right of each figure. The nominal transition frequency, measured with a multicycle pulse about 190 Hz.

some of the observed features in Fig. 1. This gives us confidence that the observed effects are not artifacts of the apparatus.

3 Future Work

There are no plans for future work in this area.
4 DOE Sponsored Research Published in the Past Three Years


J. G. Kalnins, J.A. Amini, and H. Gould, “Focusing a fountain of neutral cesium atoms with an electrostatic lens triplet” to be published in Phys. Rev. A.
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Multiparticle Processes and Interfacial Interactions in Nanoscale Systems Built from Nanocrystal Quantum Dots
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1. Program Scope

Controlling functionalities of nanomaterials requires a detailed physical understanding from the level of the individual nanoscale building blocks to the complex interactions in the nanostructures built from them. This project concentrates on electronic properties of semiconductor quantum-confined nanocrystals [nanocrystal quantum dots (NQDs)] and the electronic and photonic interactions in NQD assemblies. Specifically, we study multiparticle processes in individual NQDs and interfacial interactions in NQD-based “homogeneous” and “hybrid” structures. Multiparticle states (e.g., quantum-confined biexcitons) and multiparticle interactions (e.g., Auger recombination) play an important role in both optical gain and band-edge optical nonlinearities in NQDs. Interfacial interactions (e.g., electrostatic coupling) can enable communication between NQDs (homogeneous systems) or between NQDs and other inorganic or organic structures (hybrid systems), leading to such important functionality as energy transfer. The ability to understand and control both multiparticle processes and interfacial interactions developed in this project can potentially lead to such new NQD-based technologies as solid-state optical amplifiers and lasers, nonlinear optical switches, and electrically pumped, tunable light emitters.

2. Recent Progress

The work in this project during the reviewed period has concentrated on experimental and theoretical studies of electronic and optical properties of NQDs with a focus on the dynamical behavior of single- and multi-particle excitations in both isolated and communicating NQD systems. One goal of this project has been the comprehensive investigation of multiparticle interactions as a function of NQD size, shape, and surface conditions. As a result of these studies we have developed methods for controlling the spectra and dynamics of multiparticle states via the manipulation of nanoparticle shape or by utilizing heterostructured NQDs.

Another goal of this project has been the studies of ensembles of NQDs communicating via electrostatic Coulomb interactions. Such interactions can allow communication between nanoparticles via incoherent exciton/energy transfer. Even in NQD assemblies that are not optimized structurally (such as nominally monodispersed NQD solids), exciton transfer has a dramatic effect on NQD optical properties leading, e.g., to a strong red shift of the emission band. While providing strong indication for interactions between NQDs, spectral shifts cannot be used to directly evaluate the strength of these interactions. To obtain more direct information about time scales characteristic of energy transfer in NQD materials, we have performed spectrally selective time-resolved photoluminescence (PL) studies of monodisperse CdSe NQD solids and “energy-gradient” NQD multilayers. As one practical application of high-efficiency energy transfer in NQD systems, we explored the use of electrostatic coupling of quantum-well (QW) excitations to an NQD dipole as a means for “non-contact” pumping of nanocrystals.

Our studies of fundamental interactions in NQD systems have been supported by the development of advanced spectroscopic instrumentation utilizing such methods as near-field, broad-band extinction spectroscopy and single-dot PL excitation (PLE) spectroscopy.

Specific topics/sub-topics under investigation during the reviewed period included:

- **Single-exciton recombination and energy relaxation dynamics in NQDs**
  - Different radiative recombination regimes in CdSe NQDs [1].
- Single-exciton radiative decay in heterostructured ZnSe/CdSe and Co/CdSe NQDs [2, 3].
- Intraband electron and hole relaxation in CdSe NQDs (“phonon bottleneck” problem) [4, 5].

**Fundamental physics of exciton-exciton interactions in NQDs**
- “Visualization” of NQD biexcitons using ultrafast photoluminescence (PL) gating techniques and direct measurements of exciton-exciton interaction energies (biexciton binding energies) [6].
- “Geometrical” effects (NQD size and shape) in Auger recombination and, specifically, the effect of the 0D-to-1D transformation on Auger recombination rates [7, 8].
- Exciton-exciton interactions in inverted, core/shell NQDs [9].
- Carrier multiplication in NQDs and implications for solar energy conversion [10].

**Exciton-exciton interactions and optical gain in NQDs**
- The effect of exciton-exciton interactions (Auger recombination and biexciton effects) on optical gain in NQDs [11 - 14].
- NQD lasing using nanocrystal solids incorporated into various microcavities [15, 16].
- Optical gain in shape-controlled nanocrystals (quantum rods) [7, 8].
- Competition between optical gain and excited state absorption [17].
- Infra-red optical gain and amplified spontaneous emission using PbSe NQDs [18, 19].
- NQD/sol-gel nanocomposites for optical gain and nonlinear optical applications [18, 20].

**Interfacial energy transfer in NQD assemblies**
- Energy transfer in “random” and ordered, “energy-gradient” NQD assemblies [21, 22].
- Energy transfer in hybrid systems comprising colloidal NQDs and epitaxial quantum wells [23, 24].
- Energy transfer interactions of NQDs with metals [25].

**Single-nanoparticle spectroscopy**
- The structure of excited states in NQDs probed by single-dot PLE spectroscopy (related to ultrafast intraband relaxation) [26, 27].
- Electronic excitations in single metal nanoparticles and single dimers of metal nanoparticles probed by wide-band, near-field spectroscopy [28, 29].

3. Future Plans

The quantum-size effect has been a powerful tool for controlling spectral responses of NQDs and for enabling such potential applications as multicolor labeling, color conversion in displays, and low-cost lighting. Size control, however, has a limited applicability for tuning dynamical and nonlinear responses of nanostructures. As a continuation of this project, we will explore the use of heterostructured, multicomponent (multishell) nanocrystals for controlling dynamics of electronic excitations and their nonlinear interactions. Specifically, we will use hybrid metal/semiconductor NQDs to further extend the concept of wavefunction engineering and to introduce new functionality beyond that provided by semiconductors alone. For example, we will prepare magnetic-metal/semiconductor core/shell NQDs that will enable multifunctional nano-biotags. Fundamentally, these hybrid NQDs will permit studies of the effect of the magnetic core on the optical properties of the semiconductor shell, control of semiconductor degeneracy by a “local nanomagnet,” and control of the blocking temperature of the magnetic core by an inorganic shell. Alternatively, we will investigate hybrid NQDs comprising a noble metal with a semiconductor. Here, strong exciton-plasmon interactions will be used to enhance the oscillator strength of optical transitions and to increase the rate of the radiative decay and nonlinear optical susceptibilities.

We will also work on hybrid colloidal-epitaxial assemblies to address the problem of electrically interfacing NQDs with external electrical circuits. This work will target applications of NQDs in light-emitting diodes and photovoltaic solar cells. Specifically, we will explore combining NQDs with epitaxial heterostructures for either injecting charge carriers into NQDs electrically or extracting charges from...
NQDs for charge collection by an external circuit. In this work, we will combine NQDs with epitaxial quantum wells or will use “soft” deposition techniques (such as neutral-atom beam epitaxy) to directly incorporate NQDs into epitaxial semiconductor layers.

4. Publications


The ORNL atomic physics program has as its overarching goal the understanding and control of interactions and states of atomic-scale matter. The scientific objective is to enhance progress toward development of detailed understanding of the interactions of multicharged ions, charged and neutral molecules, and atoms with electrons, atoms, ions, surfaces, and solids. Towards this end, a robust experimental program is carried out by our group centered at the ORNL Multicharged Ion Research Facility (MIRF) and as needed at other world-class facilities such as the ORNL Holifield Radioactive Ion Beam Facility (HRIBF) and the CRYRING heavy-ion storage ring in Stockholm. Closely coordinated theoretical activities support this work as well as lead investigations in complementary research. Specific focus areas for the program are broadly classified as particle-surface interactions, atomic processes in plasmas, and manipulation and control of atoms, molecules, and clusters, the latter focus area cross cutting the first two.


A new 250 kV high voltage platform has been installed at the ORNL Multicharged Ion Research Facility (MIRF) to extend the energy range of multicharged ions available for experimental investigations of their collisional interactions with electrons, atoms, molecules, and solid surfaces. In late January of 2005, this first, and most challenging, phase of a major upgrade project at the MIRF was completed, and routine operation started. By end of February, first ion beams had been extracted from the new all permanent magnet ECR ion source on the platform, and transported for initial diagnostics tests to two upgraded, previously installed end stations, the Merged Electron Ion Beam Energy Loss (MEIBEL) experiment, and the Ion-Atom-Merged-Beams Experiment. Ion beams were successfully accelerated from the platform at potentials up to 215 kV, and transported with 100% efficiency through the first section of the new high-energy beamline, verifying proper operation of the installed optics components, and validating the ion optics design.

Initiated in FY 1997 as a capital equipment project to expand the energy capability available at MIRF, a full funding plan was developed in FY2002 with participation of DOE OFES. The present upgrade follows installation of the original ORNL ECR source in 1984, at the time the only ECR worldwide dedicated to atomic physics studies, and its replacement by a new, then state-of-the-art ECR source from Grenoble in 1992. The current upgrade project is the most far-ranging in the facility’s history. It involved the new design, fabrication, and installation of a 250 kV high voltage platform and ECR ion source together.
with associated beamlines, and major relocations and upgrades of end stations. Concurrent with this effort, an active research program was maintained with the present CAPRICE ECR source. In addition to expanding the capabilities of present on-line experiments, access to higher energy beams makes possible new investigations as well, such as studies of dissociative recombination of molecular ions beyond the mass limit of current magnetic storage rings.

The second part of the facility upgrade entails relocation of the present CAPRICE ECR ion source within MIRF, and installation of a floating beamline, to extend the availability of very low energy multicharged or molecular ion beams. In this new configuration, keV-energy beams will be transported with high efficiency to end stations and then decelerated there to a few eV x q (where q is the charge state of the ion of interest), using efficient ion optics already developed for the MIRF floating ion-surface interaction experiment. With these two ECR sources, an energy range of almost five orders of magnitude will be available to the various experiments, a significant improvement over the 1-25 keV/q energy range capability of the present MIRF source configuration.

The new all-permanent magnet ECR ion source, built at CEA Grenoble, operates in the frequency range 12.75 – 14.5 GHz at power levels up to 750 W, and is capable of producing up to 0.5 mA of Ar$^{8+}$. Its magnetic field structure is achieved using compact NdFeB permanent magnet assemblies for both radial hexapolar and axial solenoidal fields, both of which have peak values in the excess of 1 T, and thus requires no high current power supplies. The performance of the new source exceeds that of the MIRF’s present 10 GHz CAPRICE source by up to factors of 2 to 3 in the case of the highest charge state Xe ions.

The design energy range of the high voltage platform is 20 – 270 x q keV. To achieve this wide energy range with maximum beam transmission, a number of specific features were incorporated into the design of the beam transport system$^2$. All effective optic element apertures on the platform (including the usable analyzing magnet gap) and up to, and including, the first 65 degree spherical deflector beam switcher were designed for 100% beam transport for beams having an unnormalized emittance of 160 π mm mmrad at 20 x q keV. This large acceptance was achieved for the electrostatic beam switcher by the use of two interchangeable sets of deflection electrodes, the first with a 2.5 inch gap to handle beams up to about 150 x q keV, and the second set with a 1.5 inch gap to handle the lower divergence-angle beams at energies beyond this value. In addition, two einzel lenses were added on either side of the acceleration column to permit refocusing of the beam at the entrance waist of the tandem quadrupole triplet section for low platform voltages where the focusing of the acceleration column itself is weak or non-existent. Finally, large 2-inch-acceptance-aperture quadrupole lenses were used in a tandem configuration before the first beam switcher to achieve both high transmission at low energies and sufficient focusing power with ± 20 kV electrode potentials at high energies.

The 65° spherical sector electrostatic deflector beam switchers, together with the slit assemblies, are mounted on turntables supported by a ceramic ball bearing race. The turntables are externally rotated about a vertical axis to one of three positions: the first two direct beam either into the left or right beamline, by a rotation of 115° that reverses entrance and exit planes of the deflector, and the “straight-thru” position allows the beam to pass undeflected through the chamber past the outside of the “outer” electrode structure, which has a milled slot to accommodate up to 1 in. diameter beams.

Monitoring and control functions on the HV platform as well as the beamlines leading to the various end stations are achieved via Allen-Bradley ControlLogix programmable logic controllers (PLC’s) in three separate chassis linked by Ethernet-bridge-driven fiber-optic cables and controlled by a single Logix5555 processor in the ground potential chassis. Several devices employ serial protocols over RS-232 or GPIB communication channels. All devices are integrated into a Linux-hosted, EPICS-based distributed control system which provides device independent, uniform access to all hardware via a distributed real-time database. This approach is compatible with that used at the ORNL Spallation Neutron Source, and serves as a testbed for the control system being developed for the HV platform being constructed as part of the new High Power Target Lab (HPTL) at the ORNL Physics Division Holifield Radioactive Ion Beam Facility (HRIBF).

All active cooling of platform components is achieved “on-board”, and is thus independent of the HRIBF cooling tower. The microwave power amplifier for the ECR source is cooled by 250 CFM of forced air flow. Sufficient cooling of the ECR source to permit operation at injected microwave power levels up to 750 W is critical in order to avoid irreversible de-magnetization of the NdFeB permanent magnet structures. It is achieved using a NESLAB recirculating chiller with deionizer, operating at platform potential. The resistive losses in the analyzing magnet coils approach 10 kW when transporting beams with maximum magnetic rigidity. This heat load is dissipated by closed-loop circulation of cooling water.
through a finned-coil radiator with forced air flow of 1500 CFM. The water circulation is achieved by a centrifugal water pump capable of providing a 2 GPM flow rate at 80 psi head pressure, and the necessary air flow is achieved using a directly driven ducted fan. For optimum space utilization, the heat exchange/fan assembly was installed above the analyzing magnet.

Electrical power to the platform is supplied by an efficient 250 kV mineral-oil-filled isolation transformer capable of providing up to 30 kW of three-phase 208V power. This power is distributed to the various platform and source potential electrical components via a balanced single and three phase distribution network fed from the isolated transformer Y-connection with loadable midpoint (N) at the end of an oil-filled nylon pylon extending across the 29 inch gap between ground enclosure and HV platform. Total power required by platform components in the present configuration is a little over 20 kW, leaving almost 10 kW available for future expansion.


In-Situ Electron Cyclotron Resonance (ECR) Plasma Potential Determination Using Emissive and Langmuir Probes - F. W. Meyer and Hyun Jong You

In order to accurately determine energies of beams decelerated to eV-range energies, and ultra-low relative collision velocities in merged beams configurations, it is important to know the plasma potentials of the ion sources used to produced the ion beams, since they define the birth potential of the extracted ions. To this end, real-time, in-situ, plasma potential measurements have been carried out for an ECR ion source and correlated with extracted beam characteristics. The local real-time plasma potential of the ORNL MIRF Caprice ECR ion source was measured using both active and passive Langmuir probes, which were inserted perpendicularly from the plasma chamber wall at the mid-plane of the ECR zone between one of the six radial loss cones of the magnetic field structure, where their perturbation of the main ECR plasma is small. Slots machined through the plasma- and puller-electrodes at the plasma chamber wall radius permitted insertion of the probes from the extraction side of the ECR source without perturbation of the coaxial microwave injection, and without affecting ion beam extraction and measurement after charge state analysis. The emissive probe technique permits plasma potential determination independent of plasma conditions and avoids problems related to probe geometry. The probe loop tip was pointed toward the chamber center in a radial plane and was located about 5 mm outside of the ECR zone. In addition to plasma potential information, the measurements permitted estimates to be made of ECR plasma electron density and temperature, and provided insights into the evolution of these plasma parameters as conditions for multicharged ion production were optimized.

1. PhD student, Hanyang University, Seoul, Korea; partial support from the Korean Science and Engineering Foundation (KOSEF).


There is significant technological interest in using graphite as a plasma-facing component on present and future fusion devices, and in using different types of graphite or carbon fiber composites (CFC’s), together with tungsten, beryllium, or other refractory metals, in the ITER divertor. Motivated in part by this interest, an experimental research program was recently started at the ORNL Multicharged Ion Research Facility (MIRF) to investigate chemical sputtering of graphite surfaces in the limit of very low
impact energies (i.e. below 10 eV/D), where there is currently no available experimental data, and which is the anticipated regime of operation of the ITER divertor. In addition to the exploration of very low impact energies, this research focuses on comparisons of atomic and molecular ion impact, to better determine the range where atomic and molecular species at the same velocity behave in an equivalent manner with respect to the chemical sputtering yields. In subsequent years the chemical sputtering measurements will be initiated using a time-of-flight approach to detect product radicals and greatly reduce or eliminate the need for "wall corrections" presently needed to deduce the chemical sputtering yield.

The experimental approach used a sensitive quadrupole mass spectrometer which monitored the partial pressures of selected mass species in the range 1 – 60 amu present in the scattering chamber. A Macintosh-based data acquisition system was used to measure mass distributions at fixed intervals in time, or alternatively, to follow the intensities of selected mass peaks as function of beam exposure times. The evolution of the detected intensities of hydrocarbon species such as CD, CD₂, CD₃, CD₄, C₂D₂, C₃D₄, and C₂D₆ was followed as a function of accumulated beam dose until saturation in their intensities occurred. Calibrated hydrocarbon leaks were used to determine absolute yields of the sputtering products of interest.

The energies investigated so far span the range 4 – 130 eV/D. At the lower energies, comparisons have been made of the methane and acetylene production yields for equal velocity incident D⁺, D₂⁺, and D₃⁺. We found factors of two differences below 60 eV/D, with the atomic projectile, i.e. D⁺, having the smallest yields and D₃⁺ projectiles the biggest. At higher energies, where immediate dissociation of incident molecular projectiles is highly probable, the observed yields for equivelocity incident atomic and molecular ions are the same. It is speculated that at the lower energies, dissociation most likely occurs later in the projectile slowing in the bulk. The higher mass of the undissociated molecules may enhance the kinetically assisted desorption of sputter products, thereby increasing the observed yields. Similar mass effects have been observed when comparing yields for equivelocity H⁺ and D⁺ incident projectiles.

To date, measurements at ORNL have focused on ATJ graphite, with the goal of comparing chemical sputtering characteristics of virgin tiles and tiles recently removed from the DIII-D machine after 8 years of exposure to plasma shots. Future measurements will use HOPG and pyrolytic graphite as well. With HOPG, comparative measurements will be performed for surfaces oriented parallel and perpendicular to the graphite basal planes, thereby probing the effect on sputter yields of modifications of sputter product diffusion back to the surface.


Angular Distribution Studies of Ions Guided Through a Nanocapillary Array – H. F. Krause, C. R. Vane, and F. W. Meyer

We have expanded investigations begun in FY2004 of the transport, angular scattering, charge exchange, and energy loss of low-energy (5-140 keV) single- and multiply-charged ions in a mesoscopic structure. This work is part of the larger beam-surface effort at the ORNL MIRF which seeks to develop a fundamental understanding of neutralization, energy dissipation, and sputtering processes that occur when slow, highly-charged ions interact with metal, semiconductor, and insulator surfaces.

The consequences of incident 10–20 keV/q ions of Ar⁺, Ar³⁺, Ne⁺⁺, and Ne⁺⁺ scattered in an Al₂O₃ anodic nanocapillary array have been studied. The array consists of a dense distribution (> 3x10⁹ pores/cm²) of nanopores typically 100 nm dia. and 60 micron length. The commercial array has been extensively characterized previously by other researchers using techniques such as scanning electron microscopy, gas absorption, deuterium based nuclear magnetic resonance, and small angle neutron
scattering. The uniform pores are smooth, straight, and arranged in a hexagonal pattern. The arrays, commonly used in biofiltration and separations applications, have potential electronic and materials applications in memory storage devices, microwave guides, and as a substrate for aligned carbon nanotube arrays. These nanochannels are 6x longer than those used to guide much lower energy ions in insulating PET films.1 Heretofore, experimental high-resolution angular scattering studies have not been reported for any nanocapillary target.

To reduce charging of the sample, entrance ions passed through a high-transmission grounded grid before entering the array (insulator). Arrays with a 10 nm layer of Au deposited on the entrance and/or exit surfaces were also studied. The target array was mounted in a precision goniometer to allow alignment with the incident beam and to study changes in angular distributions when the alignment of capillaries and the beam was varied. Ions emerging from the array were electrostatically deflected out of plane so that final q-state selected angular distributions (including emerging neutrals) could be obtained. Resultant two-dimensional angular distributions were measured using a rotatable high-resolution 2D position sensitive detector which sampled about ± 0.9 degrees.

The principal transmitted q-state observed is the incident q-state in all cases. The transmitted fraction using wire mesh (~ 2x10^-8) is many orders of magnitude smaller than the array’s surface porosity (~ 30%). The transmitted fraction for Au plated targets is about a factor of 10-20 times larger than that obtained using wire mesh, suggesting a reduction in the electrical charging of the sample. No evidence of significant energy loss is observed for the transmitted ions. Yields in lower q-states and neutrals formed by e-capture are typically below 1% of the entrance q-state yield. Observed angular distributions consist of well-resolved two-dimensional structures sitting on a continuum distribution. Angular structure disappears at high incident beam intensity (I > 3 nA) for Au plated targets probably because of space charge effects inside the pores.

The angular distribution and sharp angular structures are easily steered in the direction of the nanochannels within about ± 1 degrees by rotating the sample with respect to the incident beam, even for 140 keV Ne^7+ ions. Structure observed at the highest energies match the effective collimation of individual nanopores (~ 1.6 mrad). The intensity of periodic structure decreases as the angle between the nanochannel direction and the beam is increased. All data suggest that the structure in the scattered ions arises when they bounce at ultra-low grazing angles in very large impact parameter Coulomb collisions with electrically charged nanopore walls. Up to four internal bounces with walls have been identified when the target is tilted. Our results for anodic arrays contrast sharply with those obtained using much lower porosity and thinner PET films at lower energy.

Results for these rare projectile charge-conserving ultra-low grazing angle collisions with an insulator surface also contrast sharply with previously obtained results for low-energy grazing collisions on ordered insulator surfaces such as LiF, where charge capture and neutralization processes dominate in much larger angle scattering events. The anodic nanocapillary arrays studied have potential applications for the production and steering of low-intensity micro-beams.


Electron-Molecular Ion Interactions – M. E. Bannister, C. R. Vane, E. Bahati, and M. Fogle

Electron-molecular ion recombination, dissociation, and excitation and ionization processes are important from a fundamental point of view, especially in that they provide a testable platform for investigating and fully developing our understanding of the mechanisms involved in electronic energy redistribution in fragmenting many-body quantum mechanical systems. These processes are also important practically in that electron-ion collisions are in general ubiquitous in plasmas and molecular ions can represent significant populations in low to moderate temperature plasmas. Neutral and charged radicals formed in dissociation of molecules in these plasmas represent some of the most highly reactive components in initiating and driving further chemical reaction pathways. Thus electron-molecular ion collisions are important in determining populations of some of the most reactive species in a wide variety of environments, such as the diverter edge regions in fusion reactors, plasma enhanced chemical vapor deposition reactors, environments where chemistries are driven by secondary electron cascades, for
example in mixed radioactive waste, the upper atmospheres of planets, and cooler regions of the solar or other stellar atmospheres. To correctly model these environments it is absolutely essential to know the strengths (cross sections and rates), branching fractions, and other kinematical parameters of the various possible relevant collision processes.

**Dissociative Excitation and Ionization:** Measurements of cross sections for electron-impact dissociative excitation (DE) and dissociative ionization (DI) of molecular ions have continued using the MIRF crossed-beams apparatus. The dissociation of N$_2$H$^+$ ions forming NH$^+$ fragments has been investigated in a complementary experiment to dissociative recombination (DR) studies undertaken by our collaborators at CRYRING. The preliminary cross sections are fairly flat in the 30-100 eV range, but some structure is apparent around 20 eV. In addition, experiments have continued for the CH$^+$ target ion with measurements completed for the CH and C$^+$ ion fragment channels; cross sections for both channels exhibited a smooth energy dependence over the 3–100 eV range of the measurements with no apparent resonance features. However, a strong resonance-like feature is observed near 15 eV in the dissociation of DCO$^+$ ions producing CO$^+$ ions. This feature is similar to that measured for the production of CH$^+$ from the dissociation of CH$_2$$^+$. The dissociation experiments discussed above used molecular ions produced by the ORNL MIRF Caprice ECR ion source, but other cooler sources will also be used in order to understand the role of electronic and ro-vibrational excited states. A second ion source, a hot-filament Colutron ion source, is presently online and expected to produce fewer excited molecular ions. An even colder pulsed ion source, very similar to the one used for measurements on the dissociative recombination of rotationally cold H$_3^+$ ions at CRYRING, is under development for use at the ORNL MIRF. Additionally, work continues on a similar supersonic source that uses a piezoelectric mechanism for more reliable pulsed valve operation. With this range of ion sources, one can study dissociation with both well-characterized cold sources and with hotter sources that better approximate the excited state populations in plasma environments found in applications such as fusion, plasma processing, and aeronomy.


**Dissociative Recombination:** The process of dissociative recombination (DR) of relatively simple three-body molecular ions is being studied in our ongoing collaboration with Prof. Mats Larsson and colleagues at the Manne Siegbahn Laboratory (MSL), Stockholm University. Absolute cross sections, branching fractions, and measurements of the dissociation kinematics, especially of the three-body breakup channel, are being investigated at zero relative energy for a variety of light and heavy vibrationally-cold triatomic di-hydrades and other molecular ions with three-body channels. This research is carried out using the MSL CRYRING heavy ion storage ring facility, which is still expected to continue to be available for our electron-molecular ion measurements at least into calendar year 2007. We have now completed analysis of CH$_2^+$, and NH$_2^+$ three-body DR measurements and the results compared with H$_2$O$^+$ are published in Physical Review A.

In the last year, we have initiated studies of two new systems D$_2$O$_2^+$ and O$_3^+$. These experiments are a continuation of previous measurements concerning the DR of similar molecules, such as H$_2$O$^+$, NH$_2^+$, CH$_2^+$, and SD$_2^+$ that have all revealed three-body break-up as the dominant reaction channel. In order to
study the three body break-up dynamics in detail, a high-resolution imaging technique is used to measure the displacement of the fragments from the center of mass of the molecule. The displacement is related to the kinetic energy of the fragments and therefore information about the dynamics involved in the process can be obtained, i.e., the internal state distribution of the fragments. These event-by-event measurements yield information about how the kinetic energy is distributed between the two light fragments and the angular distribution of the dissociating molecules. In all of the triatomic di-hydride systems previously studied, the branching fractions showed very roughly (7:2:1) ratios for (X + H + H; XH + H; X + H₂), while the observed energy sharing and angular distributions of the three-body breakup product channel could depend heavily on the structure, bonding and charge centre of the parent molecular ion. In contrast to these previously-studied di-hydride systems, D₂O⁺ provides an excellent opportunity for investigating the role played by internal states of fragments in the DR process. The preliminary branching results indicate that the D₂O + D + D₂O channel contributes more than 90% of the DR. The energy available to the products is approximately 5 eV; for ground state fragments this would mean 5 eV of kinetic energy, mostly given to the single D atom. Preliminary analysis of our imaging measurements, however, suggests that this is not the case, but instead that a significant portion of the available energy is used in internal excitation of the D₂O molecules. A more detailed analysis of the imaging data is in progress. For the O³⁻ system, preliminary branching fractions show that more than 60% of DR events lead to three separate O atoms, consistent with the dominance of the three-body channels observed in DR of di-hydride ions. This finding would have a significant impact on models of atmospheric chemistry where DR plays a crucial role by producing excited O atoms. Analysis of the imaging data for the O³⁻ system has just commenced. Absolute DR cross sections have also been measured in the 0-1 eV range for both D₂O²⁺ and O³⁺.


Near-Thermal Collisions of Multicharged Ions with H and Multi-Electron Targets - C. C. Havener
R. Rejoub, and D. R. Schultz

Electron capture by multi-charged ions from neutrals is important in many technical plasmas including those used in material processing, lighting, ion-source development, and for spectroscopic diagnostics and modeling of core, edge, and diverter regions of magnetically confined fusion plasmas. At ORNL, the merged-beams technique is being used to explore near-thermal collisions (meV/u – keV/u) of multi-charged ions with neutral atoms and molecules, providing benchmark measurements for comparison with state-of-the-art theories.

Dipole polarization effects are one of the dominant features in electron capture at low (eV/u) collision energies. While the cross section often increases toward lower energies (as in recent measurements with Ne⁺⁺ and Ne⁺⁺⁺) due to trajectory effects caused by the ion-induced dipole potential, several systems have been found where the cross section “oscillates” toward lower energies due to the quantal nature of the collision dynamics. For endoergic or accidentally resonant electron capture channels that exhibit an energy threshold, the decreasing cross section is also modified by the collision dynamics. For He⁺⁺ + H which exhibits an exponentially decreasing cross section, our merged-beams measurements are used to benchmark recent Hidden-Crossing Molecular Orbital Coupled Channel and Hyper-Spherical Coupled Channel calculations (see ref. 5 and references within).

The ion-atom merged-beams apparatus has been upgraded and moved to the HV platform to take advantage of the high velocity multi-charged ion beams. First measurements for N⁺⁺ + H have been
reported and together with previous measurements with D, confirm that the cross section increases toward lower energies, in contrast to several recent molecular orbital coupled channel calculations (see Ref. 4) which predicted that the cross section peaked at 0.4 eV/u. Our measurements again confirm that dipole polarization effects dominate electron capture at eV/u energies and below.

The apparatus upgrade and HV platform provide several enhancements to our investigation of near-thermal collisions. The higher velocity beams now available increase the angular collection of the apparatus from 2.3 to 3.3 degrees in the lab frame, eliminating concerns over incomplete collection of the signal in the center-of-mass frame and allow measurements with both H and D to directly observe isotope effects. Measurements with heavy atomic and molecular ions are now possible for the first time. The observed beams were of sufficient intensity that state-selective measurements using photon spectroscopy should now be possible. For the N$^{2+}$ + H measurements discussed above, ion beams were found to have at least a factor of four less divergence, increasing the resolution at low energies by more than a factor of two from 25 meV/u to 10 meV/u. This will allow an investigation of the possible structure in the system below 1 eV/u. The recent addition of a Cs sputter ion source allows merged-beams measurements to be performed with a variety of neutral beams such as Li, B, Na, Cr, Fe, etc., and molecular beams such as O$_2$, CH$_4$, … Our goal is to measure He$^{2+}$ + Li, Li 36 x more polarizable than H, where strong shape resonances are predicted due to the strong ion-induced dipole between reactants.

We have also continued the development of new theoretical tools to study processes such as charge transfer over a broad range of energies. In particular, we continue exercise of a method to describe charge transfer in ion-atom collisions that hybridizes the lattice, time-dependent Schrödinger equation (LTDE) approach with the atomic-orbital, coupled-channel technique. This method takes advantage of the completeness of the treatment of the collision problem through the LTDSE approach within a relatively small space around the distance of closest approach during the collision. It then extends the solution into the asymptotic regime through the less computationally intensive continuation of the time evolution of the electronic states under consideration utilizing a small, external coupled-channels expansion. The results show excellent agreement with experimental measurements and constitute improvements over various existing theoretical treatments. We have also applied this approach to treat swift collisions of Ar$^{18+}$ with carbon in support of transport modeling, for H$^+$ + H(2s), and for He$^{2+}$ and Be$^{2+}$ + H collisions as a new benchmark for certain fusion energy relevant cross sections.


High-\(n\) Rydberg Atoms and Tailored Pulses: A Laboratory for Wavefunction Engineering, Non-Linear Dynamics and Decoherence – C. O. Reinhold

When a Rydberg wavepacket interacts with an environment (e.g., an ambient gas), the interaction leads to an irreversible dephasing of the wavepacket, referred to as decoherence. Given recent developments, it is possible to envision studies of decoherence of Rydberg wavepackets interacting with “partially controlled” environments. Preliminary work suggests that decoherence rates can be quantified from the dephasing of Rydberg wavepackets. We plan to use as environments a gas of atoms or molecules (whose density can be varied) or well characterized noise produced, for example, using a random sequence of electric field pulses. Clearly, one goal would be to control and modify decoherence with the view to the design and construction of decoherence-free subspaces within which information is embedded. Another goal would be the utilization of decoherent dephasing as a tool to measure cross sections for quasi-elastic electron-atom (or molecule) collisions at energies extending down to micro electron volts.
Present experiments for the kicked Rydberg atom are limited to low scaled frequencies of the trains of pulses. Raising this limit would provide new opportunities for the study of quantum localization and other phenomena at high scaled frequencies. Achieving this goal requires increasing the \( n \)-level of the initial stationary quasi-1D atoms, which is currently limited to \( n \sim 350 \). One of our goals is the design of a tailored sequence of pulses for transporting polarized states to higher \( n \)-levels.

In order to probe wavepackets, single pulses have been used at variable time delay after the steering pulses to probe the momentum and/or spatial distributions of the excited electron. We plan to develop a scheme for probing the equivalent of the Husimi distribution of Rydberg wavepackets (i.e., the joint position and momentum distribution) using tailored trains of pulses as probes.

Another avenue for future investigation is the study of pulse-driven recombination. Bound-free transitions induced by stochastic sequences of momentum transfers play an important role in atom transport through solids and in plasmas. To our knowledge, no previous systematic investigations of recombination induced by multiple pulses have been reported.


Structure in low-energy ion-atom collisions originates from a variety of effects related to wave motion. Highly accurate, state-of-the-art calculations of proton-atomic hydrogen atom collisions has identified structure in total cross sections related to glory scattering, shape resonances, and the newly identified "Regge" oscillations. These latter oscillations have been overlooked until now, however, it appears that they should be present in almost all low energy processes when the atomic masses are sufficiently large that several partial waves contribute to integral cross sections. A systematic study of these structures for potentials, e.g., Thomas-Fermi potentials, will be undertaken to see if the "Regge" oscillations also occur in these widely used potentials.

Rosenthal-Bobashev oscillations are also a notable feature of low-energy ion-atom collisions. These structures are well-understood and can be used to test theoretical models. We will examine such oscillations in processes where double negative ions \( M^{-} \), where \( M \) is stands for a molecule, are formed, by collisions with target atoms. The position and strength of the oscillations will be computed for comparison with measurements.

The hidden crossing theory has provided valuable insights and quantitative results for low-energy inelastic processes. The accuracy of the theory is comparable to the WKB theory for elastic processes, even though the hidden crossing theory employs purely classical trajectories for relative motion of ions and atoms. We will modify the hidden crossing theory to apply to ion-atom interactions in the domain where a common classical trajectory is inadequate. Protonium formation in antiproton-hydrogen atom collisions is an ideal testing ground for the modified theory since the final protonium states are quantized standing waves in the coordinate of relative motion of the proton and antiproton while the electron is ejected as a free particle. This requires a WKB treatment of relative motion. Our theory will be tested by computing the \( n \) and \( l \) distribution of protonium states for comparison with CTMC-type computer simulations.
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Properties of Transition Metal Atoms and Ions

Donald R. Beck
Physics Department
Michigan Technological University
Houghton, MI 49931
e-mail: donald@mtu.edu

Program Scope

Transition metal atoms are technologically important in plasma physics (e.g., as impurities in fusion devices), Atomic Trap Trace Analysis (detection of minute quantities of radioactive species), astrophysical abundance (e.g., Fe II) and atmospheric studies, deep-level traps in semiconductors, hydrogen storage devices, etc. The more complicated rare earths which we are beginning to study are important in lasers, high temperature superconductivity, advanced lighting sources, magnets, etc.

Because of the near degeneracy of nd and \((n + 1)s\) electrons in lightly ionized transition metal ions and the differing relativistic effects for \(d\) and \(s\) electrons \([1]\), any computational methodology must simultaneously include the effects of correlation and relativity from the start. We do this by using a Dirac-Breit Hamiltonian and a Relativistic Configuration Interaction (RCI) formalism to treat correlation. Due to the presence of high-\(l\) \((d)\) electrons, computational complications are considerably increased over those in systems with just \(s\) and/or \(p\) valence electrons. These include the following: (1) larger energy matrices (5-10x larger) because the average configuration can generate many more levels \([2]\). Multi-root RCI calculations with matrices of order 20,000 are becoming common. With the use of REDUCE \([3]\), these can be equivalent to calculations 10 times (or more) larger, (2) increased importance of interactions with core electrons (\(d\)’s tend to be more compact, and there can be more of them), (3) a significant variation of the \(d\) radial functions with level \((J)\), which requires the presence of second order effects. Methodological improvements \([3]\) are needed: (i) in the treatment of second order effects (e.g., Fe II), (ii) to include continuum properties such as photoionization cross sections (e.g., Kr II), (iii) to more accurately treat Rydberg series-perturber interactions (e.g., Mo VI). Progress has been made in all these directions, during this last project year.

Recent Progress

[A] Fe II Energy Levels and Oscillator Strengths

Fe II Oscillator Strengths are of great interest to astrophysicists for determination of stellar abundances and Fe II and its homologs are perhaps the most difficult transition metals to deal with. This is because some of the most dominant pair correlation (“first order”) effects leaves one with the most complicated “core”, viz \(d^5\). Additionally, same symmetry adjacent levels can be very close together (a few thousand cm\(^{-1}\) on average), making the thorough inclusion of both correlation and relativity essential. Successful treatment is only possible through years of development of software, one alternative of which has been developed by the PI \([3]\).
However, the existing software needed further improvement—specifically in the efficient inclusion of magnetic Breit effects, in order to make the Fe II calculations manageable. Speed gains of an order of magnitude were achieved as part of this project. Careful attention to developing well converged radial and angular spaces and minimizing their size impact (through use of REDUCE [3]) was essential to pushing the previous $d^5$ limit to the most complicated $d^7$ cases.

A few Fe II levels are so close that (75 cm$^{-1}$ in the worst case), semi-empirical corrections had to be made to a (very) few of the diagonal matrix elements. The Fe II work is now completed [4], and is in good agreement with two large widely used semi-empirical data bases and the few available experimental measurements. Our techniques and results are complimentary and competitive with those of Hibbert (presented at the ASOS8 conference [5]), whose work is part of the FERRUM project. Hibbert uses a semi-relativistic Hamiltonian (low $Z$ Pauli) which should be adequate for Fe II, but will not be adequate for higher $Z$ homologs. This is a Hamiltonian the PI used in his Ph.D. research (1968).

[B] Kr II and Kr III Energy Levels and $f$-values

Krypton is an important element in controlled fusion experiments, where it is used as a density diagnostic. It is simple enough (all closed shells) to be one of the easier elements to study experimentally or computationally. Yet, until a 1980 experimental study using synchrotron radiation [6] it was difficult to establish a value for the K shell ionization potential to better than $\sim 2.5$ eV. This was due in the main to instrumental and final state broadening effects, as well as to the presence of nearby resonances, which need to be deconvoluted from the observed cross sections. Computationally, to achieve accuracies of $\sim 1$ eV, effects of relativity, relaxation, QED and correlation [7] must be included. At this time, the treatment of QED effects (for closed shell systems) seems to be the limiting factor in computational accuracy.

Our work on 1s excitation or removal in Kr II and Kr III was undertaken in conjunction with on going experimental work at Argonne National Laboratory, and has been used in a poster presentation at the last DAMOP meeting [8]. Our work reporting [9] $f$-values and transition energies for $1s \rightarrow np$ transitions is quite consistent with observation [8], and our 1s ionization potential for Kr I is in very good agreement with an existing theoretical result [7]. As part of this work, we had to extend our codes [3] to permit generation of the lowest 60 (up from 30) energy levels for each symmetry.

[C] Mo V and Mo VI Energy Levels and Oscillator Strengths

Previously, we had completed calculations for the isoelectronic Zr III and Nb IV $J=0 \rightarrow J=1^o$ E1 transitions [10]. Zr III is astrophysically important, semi-empirical $f$-values were only available for Zr III [11] and there was some doubt [12] of the location of the Nb IV $5s^2 J=0$ state. Computationally, these species were of interest to us because of the near degeneracy of the $4d np$, $4d nf$ and $5s5p J=1$ levels, implying the need of carefully including correlation and relativistic effects.

For Mo V $J=1$ states, these near degeneracies still persist, there are no $f$-values available, and even the energy level data is sparse and sometimes inconsistent. Our published calculations [13] have average energy errors of 229 cm$^{-1}$ and 368 cm$^{-1}$ ($J=0$, 1) and the length and velocity $f$-values agree, on average, to 3.1%. Our energy levels agree better with
the newer measurement [13], although the 5s5p $^1P$ level remains characteristically high ($\sim1671 \text{ cm}^{-1}$).

An interesting aspect of the Mo v $J=1$ results is the first prediction of “low-lying” $4p^5 4d^3$ levels (i.e. lying in the 30 lowest roots). These are somewhat difficult to place accurately ($< 2-3000 \text{ cm}^{-1}$), because of the changing $4p$ and $4d$ occupations which changes a “2” electron problem into an “8” electron problem (some core-core and more core-valence correlation is needed), and the penetration of a perturber ($4p^5 4d^3$) into Rydberg series ($4p^6 4d (np+nf)+5s5p$).

At the suggestion of Joe Reader [12], we extended our work to Mo vi, where these levels have been seen [14,15], but have not been conclusively identified. Here, we are looking at the $J=5/2^o$ levels ($4p^6 nf$ perturbed by $4p^5 4d^2$), and transitions from them to the $4p^6 nd$ levels. Proper treatment of this problem—which involves allowance for the difference in radial functions (e.g. $4p$) between perturber and series, reduction of cancellation in correlation effects (changing occupancy of the $4p$ subshell, which can necessitate inclusion of correlation effects from $3d$ and $4s$ subshells)—should give us insight into similar problems such as Yb ii ($4f^{13} 6s^2$ vs $4f^{14} 6p$) which is still not well described. Calculations on Mo vi should be completed early in the next project period [16], nearly coincidental with a new experimental analysis of the species [12].

[D] Polarizability of U v and U vii

These two valences are commonly found in nuclear waste products. Although occurring in a molecule or the solid phase, knowledge of atomic (ionic) polarizabilities may be useful for semi-empirically modeling. We are evaluating these, in conjunction with an experimental proposal by Steve Lundeen [17] submitted to DOE, by using an oscillator strength sum formulation. In this, transitions to the continuum are replaced with 1-2 functions localized near the $< r >$ of the initial state’s transitioning electron, in the spirit of Hibbert et al [18]. We are also evaluating the tensor polarizability [19] of U vii. To test the methodology we are comparing with measurements in Ne ii [20] and unpublished RMPBT results for Th iv. This work should be completed early in the next project period [21].

[E] DOE Publications mid 2002-mid 2005

In addition to items 2, 4, 9, 10, 13 in the reference list, we have also published $f$-values for K ii [22], and Magnetic Quadrupole Lifetimes in the rare gases [23], for which there was previously a discrepancy between theory and experiment.

Future Plans

Near future applications include completion and publication of the Mo VI, $U^{m+}$ polarizabilities, and Kr$^{a+}$ photoionization cross-sections.
References

[3] The RCI program suite consists of 3 unpublished programs written by D. R. Beck over a period of years. RCI calculates the bound state wavefunctions, hyperfine structure, and Landé g-values. RFE uses RCI wavefunctions and computes E1, E2, M1 and M2 f-values, including the effects of non-orthonormality. REDUCE minimizes the number of eigenvectors needed for a correlation manifold by rotating the original basis to maximize the number of zero matrix elements involving the reference functions; only rotated vectors having non-zero reference interactions are retained.
Program Scope

The objective of our research program is to carry out science which will further our understanding of *fundamental interactions between vuv/x-ray photons and complex systems* using the Advanced Light Source (ALS). The focus of our program is to pursue emerging research directions in specific photon energy ranges that will probe inner-valence, intermediate shells and core orbitals. In these regimes, the independent particle models sometimes fail dramatically. Our program will take advantage of the combination of highly efficient instrumentation and intense photon fluxes available from ALS, to examine complex photo-processes in selected atomic, molecular, clusters and their negative ions. These studies may lead to a better understanding of the response of matter to photoexcitation. Our measurements will provide accurate experimental data for primary physical processes. These data will be used to test advanced theoretical treatment, further *ab-initio* models of atomic, molecular and cluster dynamic and structure and may advance our understanding of the general many-body problem. We present here results completed and underway this past year and plans for the immediate future.

Recent Progress

1) **Inner-shell Photodetachment Thresholds: Unexpected Long-range Validity of the Wigner Law (Ref. 1)**

Descriptions of the energy dependence of a reaction yield near a threshold, or threshold laws, are of general interest in many areas of physics. Such threshold laws are independent of the specifics of the reaction or reaction products, and can therefore be equally applicable to, for example, fragmentation at the molecular, atomic, or even subatomic level. Valence shell photodetachment studies of negative ions have extensively focused in the past 20 years, among many other interesting effects, on threshold laws. In particular, experimental and theoretical studies reviewed by Andersen et al. [a] explored various ionic targets as well as different approaches to extend the range of validity of the Wigner law [b]. This law stipulates that the threshold behaviors are governed by the longest-range interaction between the product fragments resulting from the dissociation of a target into a pair of particles. The photodetachment cross section in negative ions can be written as, \( \sigma = \sigma_0 \varepsilon^{1+1/2} \), where \( \sigma_0 \) is the amplitude, \( \varepsilon = h\nu - \varepsilon_t \) is the photoelectron energy, \( \varepsilon_t \) is the threshold energy and \( l = l_0 \pm 1 \) is the angular momentum of the photoelectron, with \( l_0 \) being the angular momentum of the detached bound electron. This threshold law, important to determine the electron affinities of valence electrons, has been verified for both single processes [c] as well as for multi-photon processes [d]. The question that arises is what about its validity in the case of inner-shell photodetachment? In this case, the process consists of the ionization of two electrons in two steps; first the photoionization of the core electron and second the ejection of an Auger electron, resulting in the observation of the positive ion.

We have carried out detailed threshold photodetachment measurements for He\(^+\) and S\(^-\). In the case of He\(^+\), whose ground state is 1s2s2p \(^4\)P, the ionization of a K-shell electron would need to produce an outgoing p-wave, due to momentum conservation. On the other hand, in the case of a
2p ionization in S', an outgoing s-wave will be expected. Our measurements have shown that in both cases the Wigner law is valid, even in the case of He' where severe post-collision interaction (PCI) occurs. This effect, which leads to the recapture of the photoelectron by the He' target, was measured [c] and explained [f]. Furthermore, our measurements demonstrated that the range of validity in the case of the S' photodetachment experiments exceeds the expected range, based on valence photodetachment work, by at least an order of magnitude [1].

The data was fit to the Wigner law where $\sigma=\sigma_0 \varepsilon^{3/2}$ since in this case $l=1$ for a p-outgoing wave. The fit to the data, uncorrected for PCI, yielded an exponent of 1.47 (7) in excellent agreement with the Wigner p-wave law resulting from detachment of an s-electron and giving an exponent of 1.5. The threshold energy obtained from the fit is found to be $\varepsilon_t=38.595 (9)$ eV. Furthermore, the comparisons of our data with calculations that either include or not include PCI demonstrate clearly that the PCI correction is indeed needed in the calculation. They also reveal a surprisingly excellent agreement with the Wigner p-wave threshold law which does not take PCI into account [1].

2) Imaging Wavepacket Interferences using Auger Resonant Raman Spectroscopy (Ref. 2).

One manifestation of coherence under resonant excitation conditions is the dependence of the electron or photon emission of the decay process upon the incoming photon distribution. First identified in rare gases and later in small molecules as subnatural narrowing and dispersion of the resonant Auger lines with spectral detuning, this effect came to be called the Auger Resonant Raman Effect (ARRE) [e] and found immediate applications in the study of electron correlation and resonant molecular dynamics.

The response of the molecule to the short-lived inner-shell excitation has been successfully treated by theory using either a time-dependent or -independent framework. In the former, the short-lived intermediate state is described as a nuclear wavepacket evolving in time on the potential energy surface. Relaxation of the electronic excitation is governed by the core-hole lifetime $1/\Gamma_d$ and takes place on the femtosecond time-scale of the nuclear motion. This implies that the evolution of the nuclear wavepacket is dominated by concurrent dissipation and dispersion, contrasting with electronic wavepackets in Rydberg atoms that can be tailored to minimize both effects. This competition is evident in the fine structure of the Auger electron bands. For example, lifetime vibrational interference (LVI) due to coherent deexcitation of discrete nuclear states occurs when vibrational period and core-hole lifetime are comparable. Integration of ARRE into the unified theory of inelastic X-ray scattering has led to the design and interpretation of experiments aimed at investigating the decay dynamics of core-excited systems.

We have excited the core dissociative state $1\sigma^{-1}2\sigma^23\sigma^21\pi^+4\sigma^+\left(1\Sigma^+\right)$ in HF by linearly polarized light with a bandwidth of 0.2 eV. The Auger electron spectra were recorded at several values of the detuning $\Omega$ from the resonant absorption maximum at 687 eV. At negative detunings, the molecular features, albeit enhanced, remain smooth and structureless while at positive detunings, a distinct oscillatory structure appears. These are interpreted as interference effects in the Auger resonant Raman transitions of core-excited HF since pronounced oscillations, controlled by detuning above the resonance maximum, appear in the spectator decay spectra of the dissociating molecule. Using predictions from the time-dependent theory of the resonant inelastic Raman scattering, these observations are explained by a favorable spatial localization of the nuclear wavepacket in the intermediate state during its creation. This phenomenon should occur whenever photoexcitation, electronic decay and nuclear dynamics have comparable time scales [2].
3) **Spin and Angle Resolved Spectroscopy of S 2p Photoionization in Hydrogen Sulfide Molecule (Ref. 3, 4, 5)**

Spin resolved studies of molecules are rare in the literature unlike the atomic case. In fact, due to weak signal strength, only spin-resolved data for the outer shell photoionization of HI [f] and HBr [g] have been reported. Recently, we have demonstrated how the properties of the inner S2p shell in OCS and H₂S molecules can be investigated by combining spin-resolved and angle-resolved measurements [4, 5].

We have extended the investigation we began in H₂S two years ago by carrying out new angle resolved measurements that allowed the anisotropy parameters to be obtained between 180-260 eV. In addition, we measured the electron spin-polarization of S2p using linearly polarized light. Angle- and spin-resolved photoelectron spectroscopy techniques, using circularly and linearly polarized synchrotron radiation, were then used to probe the electronic structure of hydrogen sulfide molecule. A strong effect of the molecular environment appears in the spin resolved measurements and, although less clearly, in the angular distribution of the sulfur 2p photoelectrons. Furthermore, the anisotropy and spin parameters of the three main spectral components have been obtained. We have also compared our data with a simple theoretical calculation for Ar (close to H₂S) [h] and have found that the simple atomic theory models satisfactorily our data in the case of the angular distribution but doesn’t agree as well in the case of the spin-parameters [3].

**Future Plans.**

The principal areas of investigation planned for the coming year are to: 1) Finish building and testing an ion imaging detector to complement the photoelectron spectroscopic methods we use for our research. 2) Finish building and testing the movable ion beamline which will be used in the collinear and cross geometry with several photon beamlines at the ALS. 3) Finish the analysis of the dissociation mechanism in small negative ions clusters. 4) Finish the analysis of high-resolution measurements of inner-shell photodissociation dynamics in diatomic neutral molecules (HCl, HBr and DBr). 5) Complete and analyze our measurements on angle and spin resolved photoionization experiments in van der Waals Ar and Xe clusters.

**Publications from DOE sponsored research.**
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Bose-Fermi Mixtures Near an Interspecies Feshbach Resonance
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Program Scope:

The work in this program revolves around the theory of novel few- and many-body systems that are now becoming experimentally feasible. One such system is an ultracold gas of alkali atoms whose interparticle interaction varies resonantly with a magnetic field. A second is an ultracold gas of dipolar molecules, where the strong and anisotropic dipole-dipole interaction will make correlation effects dominant.

Recent Progress:

Perhaps the most notable outcome of the creation of atomic Bose-Einstein condensates (BEC’s) in 1995 was the understanding that perturbative many-body theories suddenly had an experimentally realizable system to which they applied. The familiar Gross-Pitaevskii (GP) equation, assuming contact interactions between atomic constituents of the gas, serves to describe quantitatively the many-body ground state, while the Hartree-Fock-Bogoliubov (HFB) extension of this theory has much to say about their collective excitations, at least at zero temperature.

This situation was enriched somewhat in 1998, when experimentalists began to manipulate the effective interaction between atoms using magnetic-field Feshbach resonances. The interaction, formally described by the two-body scattering length, could now rise, in principle, to infinite strength. Moreover, by ramping magnetic fields across these resonances, it became possible to populate molecular states consisting of pairs of atoms. Theoretically, it was found that this seemingly nonperturbative situation could still be handled within the HFB formulation, but with a twist: it was assumed that correlated atom pairs participating in the resonance could be regarded as a separate, “molecular” field described by its own equation of motion [1,2]. This theory works well to describe such things as atom-molecule Rabi oscillations in a BEC, as well as the crossover between Bose-condensed molecules and BCS pairs in a degenerate Fermi gas.

Our main finding in this first year of DOE funded research is that the same theory is not adequate to the description of Feshbach resonances in a mixture of bosons and fermions [3]. We have formulated the time-dependent HFB equations
of motion for such a mixture, and have solved them numerically for a $^{40}$K-$^{87}$Rb mixture, which possesses an interspecies resonance at 511 gauss [4]. As an initial test of the theory, we modeled a sudden change in field strength from far-off-resonance, to a position near resonance that should support a weakly-bound molecular state. We then observed regular oscillations in the molecule number, at a frequency that can be identified with the molecular binding energy. The resulting binding energy versus magnetic field is shown in the figure below. The solid black curve denotes the two-body binding energy. For a comparatively dense Fermi gas, the molecular binding energy is renormalized by its many-body environment, yielding the lower (gray) curves.

In the limit of low density, the renormalized binding energy ought to reduce to the two-body limit; however, this does not happen. Instead, in this limit the binding energy approaches the linear function of magnetic field denoted by the dotted line. This linear dependence is a remnant of the unrenormalized two-body interaction that went into the theory in the first place. This behavior is quite unlike the case of the bose-bose or fermi-fermi cases, where the physical two-body limit is recovered. We have analyzed the inadequacy of the theory using a perturbative, path-integral approach that is guaranteed to reproduce the two-body limit. This analysis shows that the standard HFB approach does not account adequately for the noncondensed atomic bosons. Ultimately, this failure lies deep within the theory as an approximation of a three-body (atom-atom-molecule) correlation function in terms of less accurate two-body (atom-atom) correlation functions. We have therefore reformulated the theory, incorporating directly the missing three-body piece [3]. In this sense, the theory has gone “beyond the mean-field level.”

![Figure](image.png)

**Figure.** Binding energy of ultracold $^{40}$K-$^{87}$Rb molecules as a function of magnetic field detuning. The solid black curve is the two-body binding energy. The gray curves denote renormalized binding energies in the many-body environment, for fermion densities of (low to high curves) $10^{12}$, $10^{11}$, and $10^{10}$ cm$^{-3}$. The dotted curve is the “bare” (i.e., unphysical) binding energy that serves as a raw input parameter to the theory.
Future Plans:

We will continue to explore this system, first by including the additional three-body correlation function into the equations of motion. It should then be possible to address realistic issues such as nascent experimental efforts to study mechanical stability of a resonant Bose-Fermi mixture, to create heteronuclear fermionic molecules, and to address aspects of Bose-mediated fermionic superfluidity in these systems.

In addition, we will return to the subject of dipolar gases. Preliminary (unpublished) results that solve the GP equation for this system have shown serious discrepancies with the quantitatively accurate calculations of D. Blume at the Washington State University. To help resolve this discrepancy, we will focus on two- and three-molecule variants of trapped polar molecules. Here numerically exact solutions to the Schrödinger equation should be possible. In addition, treating these problems in the well-established hyperspherical coordinate formulation should reveal the character of correlations to be expected in this strongly-interacting system.
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Exploiting Universality in Atoms with Large Scattering Lengths
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Program scope
Atoms whose scattering lengths are large compared to the range set by their interactions exhibit universal behavior at sufficiently low energies. Recent dramatic advances in cooling atoms and in manipulating their scattering lengths have made this phenomenon of practical importance for controlling ultracold atoms and molecules. This research project is aimed at developing a systematically improvable method for calculating few-body observables for atoms with large scattering lengths starting from the universal results as a first approximation. The ultimate goal is to be able to predict and control the behavior of ultracold atoms and molecules near a Feshbach resonance.

Recent publications
- *Universality in Few-body Systems with Large Scattering Length*,

- *Factorization in Break-up and Recombination Processes for Atoms with a Large Scattering Length*,
Program Scope
This is a program to develop ultrafast x-ray physics at synchrotrons and linear accelerators. The research is carried out at the Advanced Photon Source sector 7, with the MHATT-XOR collaboration (previously MHATT-CAT); and at the Stanford Linear Accelerator Center, with the SPPS collaboration and the Stanford Ultrafast Science Center. Our research concentrates on ultrafast and coherent dynamical processes in solids and molecular systems. Along with new science, we are developing new ultrafast methodology that will be utilized on future generation ultrafast x-ray sources such as LCLS.

Ultrafast science probes dynamics on the atomic and molecular scale of bond vibration in a molecule or optical phonons in a solid. This is typically on the order of 100 fsec, but can in some cases be as long a few picoseconds. X-rays are ideal probes of motion on these scales because of their short wavelength, and there has been much progress towards producing ultrafast x-ray pulses for transient dynamical studies.

Early efforts in the field concentrated on laser-generated plasmas, which can produce x-ray bursts as short as a few hundred femtoseconds. These sources are quite weak, however, and this has limited their use to a few very high contrast problems, such as crystalline melting. Electron beam-based x-ray sources can be much brighter. The challenge therefore has been to make these accelerator-based x-ray pulses short, so that they can record more than the time-averaged motion of transiently excited materials.

Third generation synchrotron pulses, which are 30-100 psec in duration, are tantalizingly close to the required duration, and so we and others have been working with them to learn about dynamics of transient molecular and solid state processes. Techniques that we and others have developed include picosecond x-ray streak cameras; X-ray switches based on x-ray transmission through or reflection from transiently excited crystals; and methods to shorten the electron bunches in the synchrotron.

We have also been key participants in the Stanford Sub-Picosecond Pulse Source, which produces sub-100fsec x-ray pulses from compressed electrons traversing an undulator in the SLAC Final Focus Test Beam facility. The SPPS team has compressed 30 GeV electrons at SLAC, shortening the bunch length to about 80 fsec. The ultrafast pulses of x-rays produced in the undulator have now been used in two different experiments which we describe below. This physics defines the frontier of ultrafast x-ray science that will be explored at LCLS.

Recent Progress:

SPPS The SPPS collaboration has broken new ground this year in both ultrafast x-ray science and new x-ray techniques. Our first three research papers, one in Science and two in Physical Review Letters [1-3] concern the synchronization of laser pulses with the x-rays produced at SPPS, and the dynamics of ultrafast disordering in laser-excited solids using the SPPS x-rays. In earlier work we and others have found that there are technical impediments to synchronizing a laser with a linear accelerator-based x-ray source to much better than a picosecond. This poses severe constraints on the time resolution of pump-probe techniques. We have recently
shown that this difficulty can be overcome in several ways. One simple method, takes advantage of the large scale changes in structure that occur during laser melting of crystalline materials. The change in x-ray scattering is so dramatic that merely a single x-ray pulse is sufficient to record the dynamics. We studied the transient disorder in laser-heated crystalline InSb excited by a short pulse laser. The laser and the x-rays impinged the sample at different angles, so that the relative arrive time varied across the irradiated spot. Data recorded on each laser shot showed how the arrival time varied, sometimes by more than a picosecond. When this was corrected and the data from different laser shots was combined, we found that in the first hundreds of femtoseconds following excitation, the x-ray diffraction efficiency decreases at a rate that is limited only by the ballistic motion of atoms away from their lattice sites. This was shown for each of the two x-ray diffraction planes studied. These results are consistent with an isotropic flattening of the interatomic potentials, such that the atoms are "free" to move about essentially with the same momentum set by their thermal motion before the laser excitation [3]. On a longer time scale (picosecond), the atoms begin to collide and the motion transitions from ballistic to diffusive behavior. In this case, however, the disor-dering occurs faster along the initial tetrahedral bonding directions [1]. On this time scale, the material is still solid in the sense that long range order has not been destroyed, and the full equilibrium liquid dynamics are yet to be realized.

Not all experiments can be done in a single shot, so we need a mechanism to determine relative arrival time between x-rays and the laser on every shot. We have demonstrated that spatially resolved electrooptic sampling (EOS) of the electron bunch field is a non-invasive measurement of the pump-probe delay on every shot (as well as a bunch length diagnostic). In this manner, a series of shots can be taken in a random sampling fashion, and later rearranged according to arrival time. This post-binning makes more traditional, repetitive pump-probe measurements possible. Using the single-shot disor-dering experiment mentioned above as an independent measurement of the x-ray arrival time, we were able to show that we could correlate the EOS to the arrival time of the x-rays to within 60fs, rms [2]. In these experiments, we use a single pulse from the laser oscillator to probe the relativistically enhanced (γ=60,000) electric field near the electron bunch just before it radiates x-rays in the undulator. A synchronized oscillator pulse is then amplified and used for the excitation of the InSb crystal. So long as the path lengths remain stable, the pulses should be locked to each other. We believe that on the short-term the measurements are resolution rather than jitter limited.

APS One of the main goals of our experimental progress at APS is to control x-ray diffraction in order to produce a femtosecond switch for x-rays. On the picosecond time-scale we used coherent control of vibrational excitations as a means to exchange energy between two distinct diffracted beams in the anomalous transmission of x-rays. But, we also used this new phenomenon to study the dynamics of the dense electron hole plasma generated in semiconductors following ultrafast laser-excitation. These experiments centered on the zone center coherent acoustic phonons generated through the deformation potential. However, the path to equilibration is much more complicated, involving processes that occur from tens of femtoseconds to microseconds. We are currently looking at the initial cooling of the electrons through the emission of phonons with wavevectors spanning the entire Brillouin zone, through time-resolved x-ray diffuse scattering.
These new experiments are challenging because the count rates are low and backgrounds can easily exceed the signal. In a recent experiment with the laser running at 5kHz, we used a grazing exit geometry to maximize the spatial overlap between the x-rays and the laser. In this case, the count rate was on order of 0.1Hz. Nonetheless, we have preliminary evidence suggesting that the emission of zone edge phonons (at the L-point) in InSb is dominated by longitudinal and not transverse modes.

This could prove important because it can distinguish between the two main cooling channels for the electrons: the Frohlich interaction where zone center LO phonons are produced and intervalley scattering to the L valley (and back) accompanied by primarily zone edge LA phonon emission. While we are not sensitive to the LO phonons, they will decay into two zone center LA phonons which will subsequently decay into other acoustic modes. As a consequence, we expect a pile up in long lived TA modes near the L point. Little is known about these processes, especially at high excitation densities, except indirectly by optical means. X-ray diffuse scattering provides an important tool in understanding the full phonon dynamics. These experiments are primarily limited by flux and temporal resolution; consequently, and perhaps ultimately single-shot experiments are planned for LCLS.

Finally, we have been actively studying potential science opportunities for ultrafast compressed x-ray pulses at the APS, where, accelerator physicists have been looking at the possibility of generating high brightness picosecond x-rays using an insertion device. We are very encouraged by their work, which suggests that 1ps FWHM pulses can be produced for every bunch in the storage ring. This would indeed be a major development for 3rd generation sources, and would be complementary to 4th generation machines. We have collaborated with APS machine physicists to study this problem. Our contribution is in the demonstration of short pulses. To this end, we have made additional progress in our picosecond streak camera and have recently demonstrated the ability to image on a single-sweep.

**Future Plans:**

SPPS will continue for another nine months, and we have plans for participation in several experiments. The first experiment is the generation and observation of high amplitude optical phonons in Bi films. This follows on recent experimental (optical) and theoretical work from our group [7,9] and on work by von der Linde et al., in which phonon modes were observed via their modulation of the diffraction of laser plasma-produced ultrafast x-rays. The SPPS beam is more than ten orders of magnitude brighter and about a factor of four shorter than the laser-produced plasma source, and this should make it possible for us to view the dynamics in much greater detail. Other experiments that are planned for SPPS include transient XANES measurements to observed transient sovation of photo-ionized Cu+ in solution; and time-resolved measurements of Auger spectra of atomic Kr in a strong laser field.

At the APS, we plan to initiate a number of improvements to the diffuse scattering experiments, and to participate in further studies of pulse shortening. Particular improvements in the diffuse scattering include moving to grazing incidence geometry, which when combined with x-ray focusing can yield a factor of 100 in count rate. With these and other improvements we hope to reveal a more detailed picture of the equilibration process for hot electron and nonequilibrium phonons.
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Program Scope

Current experimental efforts to obtain ultracold molecules (e.g., photoassociation (PA), buffer gas cooling, or Stark deceleration) raise a number of important issues that require theoretical investigations and explicit calculations.

This Research Program covers interconnected topics related to the formation of ultracold molecules. We propose to investigate schemes to form ultracold molecules, such as homonuclear alkali metal dimers using stimulated and spontaneous processes. We will also study heteronuclear molecules, in particular alkali hydrides; these polar molecules have very large dipole moments. In addition, we will investigate the enhancement of the formation rate via Feshbach resonances, paying special attention to quantum degenerate atomic gases. Finally, we will explore the possible formation of a new and exotic type of molecules, namely ultralong-range Rydberg molecules.

Recent Progress

Since the start of this Program (August 1st 2005), we have worked on the formation of alkali hydrides from one- and two-photon photoassociative processes. We found that the one-photon formation rate for LiH and NaH in their $X^1\Sigma^+$ ground electronic state is sizable in the upper ro-vibrational states $|v''', J = 1\rangle$; assuming conservative values for the atom densities ($10^{11}$ cm$^{-3}$), temperature (1 mK), laser intensity (1000 W/cm$^2$), and the volume illuminated by it ($10^{-6}$ cm$^3$), the rate coefficients are of the order $3 \times 10^{-13}$ cm$^3$/s, leading to about 3,000 molecules per second [1]. We also found that all of those molecules would populate a narrow distribution of $J$-states in the $v'' = 0$ vibrational level by spontaneous emission cascading; the momentum transfer due to the photon emission is not large enough for remove the molecules from traps deeper than 10 $\mu$K or so. In the two-photon case, we found rate coefficients about 1000 times larger.

We also began working on the Rydberg-Rydberg interactions to explain some spectral features observed in $^{85}$Rb experiments. This work is underway, but preliminary results reproduce the lineshapes observed within the experimental uncertainties [2].

Future Plans

In the coming year, we plan to continue the alkali hydride work by exploring the formation of molecules in the $a^3\Sigma^+$ electronic state. It is predicted to support one ro-vibrational level, leading to a sample in a pure single ro-vibrational state. We will carry more calculations on Rydberg-Rydberg interactions and explore the possibility of forming metastable long-range doubly-excited Rydberg molecules as well as the experimental signature to be expected. Finally, we will also work on the spectroscopic signature of Cooper pairs in a degenerate Fermi gas, namely $^6$Li.
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**Program Scope:** The goal of this program is to implement optical 2-dimensional Fourier transform spectroscopy and apply it to semiconductors. Specifically of interest are quantum wells that exhibit disorder due to well width fluctuations and quantum dots. In both cases, 2-D spectroscopy will provide information regarding coupling among excitonic localization sites.

**Progress:** During the past year, we have perfected the two-dimensional Fourier-transform spectrometer [1], used it to obtain magnitude spectra of the exciton resonances in a semiconductor multiple quantum well [2] and made further improvements to phase resolve the signal to obtain the real and imaginary spectra [3].

Many-body interactions in solids are a topic of long-standing and continuing interest. Optical excitations in direct-gap semiconductors are a convenient system for the study of many-body interactions. The primary tool for these studies has been transient-four-wave-mixing (TFWM) using ultrashort (~100 fs) laser pulses, which has also proven to be powerful for studying molecular dynamics. The strong similarities between coherent optical excitation of resonant systems (including TFWM) and nuclear magnetic resonance (NMR) has meant the NMR concepts and language are often used in optics. This similarity means that NMR advances suggest improvements to optical spectroscopy. Indeed, the concepts of multidimensional NMR spectroscopy have recently been adapted to the infrared and optical regimes to study vibrational and electronic excitations in molecules.

Significant progress has been made in understanding how many-body interactions are manifest in the TFWM signal from exciton resonances in semiconductors. Early experiments were interpreted in terms of a two-level model. The observation of signals for “negative” delay in a two-pulse experiment indicated that such a simple picture was insufficient. Negative delay signals have also been observed in experiments on molecular iodine and atomic potassium. A phenomenological description of these observations was obtained by adding biexcitonic effects, the local field correction (LFC), excitation induced dephasing (EID) or excitation induced shift (EIS) to the two-level model. A fundamental theoretical description also reproduces these observations, although correlation terms beyond Hartree-Fock must be included. Coupling between optically induced excitations was also addressed, starting with beats in the TFWM signal due to excitons localized by well-width fluctuations. To determine if the beats were due to electromagnetic or quantum interference, time-resolved TFWM and spectrally-resolved TFWM were used. Interference between the exciton resonance and unbound electron-hole continuum states was also observed. The fact that the exciton and continuum states are coupled by many-body interactions was discovered using partially-non-degenerate TFWM and in 3-pulse TFWM. These results explained the earlier observation that the TFWM signal from the exciton decays anomalously fast when the excitation spectrum overlapped continuum states.

A single two-dimensional Fourier transform spectrum (2DFTS) exemplifies virtually the entire body of work on TFWM spectroscopy of excitons in semiconductors. Furthermore, significant insight can be obtained directly from qualitative descriptions of two-dimensional
spectra and detailed calculations are not required. We address coupling between excitonic resonances, particularly the heavy-hole and light-hole excitons in quantum wells, and coupling between continuum states (unbound electron-hole pairs) and excitons. The power of Fourier-transform spectroscopy to address these issues does not come from use of a Fourier transform per se, but rather it comes from the fact that the phase of the TFWM signal is coherently tracked as a function of the phase-delay between the first two excitation pulses. Consequently, it is significantly more powerful than previous experiments that characterized the emitted TFWM signal without considering how its phase dependence on the delay between input pulse.

We have implemented 2DFTS at near visible wavelengths (~800 nm) to study optical excitations in semiconductors, particularly excitons. The timing and geometry are shown schematically in Fig. 1. The requirement of stabilizing the phase between excitation pulses and measuring the signal coherently is more demanding for shorter wavelengths compared to IR, since the fluctuations of the path length and beam direction cause larger phase errors. One approach to 2D experiments in the visible is to maximize the stability of the apparatus passively and simply measure the phase delays, however this requires resampling the data, which must be done with great care. Another approach relies on either a pulse shaper and/or diffractive optics to generate inherently phase-stable excitation pulses. There are certain limitations for each implementation. For example, spurious pulses often overlap with main peaks from an acousto-optic pulse shaper in time domain and cause harmful amplitude modulation. Furthermore, the range of delay between pulse pairs is constrained by the frequency resolution to about tens of picoseconds, making studies, for example, of the population relaxation process in semiconductors infeasible. In the case of diffractive optics approach, the reference pulse also passes through the sample, possibly introducing undesirable dynamical modifications in systems with strong excitation induced effects, such as semiconductors. In our experiments, active interferometric stabilization based on feedback electronics is used to maintain the phase stability of the excitation pulse pairs and the reference pulse. The experimental apparatus is shown in Fig. 2. The active stabilization achieves $\lambda/200$ stability between the first two excitation pulses and $\lambda/20$ stability between the third pulse and the reference pulse used for spectral interferometry. The overall phase fluctuations of the entire apparatus are on the order of $0.06\pi$ radians with a maximum fluctuation approximately 10
times larger. A full description of the apparatus and characterization of its performance can be found in Ref. 1.

Using this actively stabilized apparatus, we have obtained a two-dimensional Fourier transform spectrum of the optical excitations in a GaAs multiple quantum well. The sample consists of 10 periods of a 10 nm GaAs well and 10 nm AlGaAs barrier and is held at 8K in an optical cryostat. Due to confinement, the heavy-hole and light-hole valence bands are energetically split by approximately 6 meV, resulting in two corresponding exciton resonances. Coincidentally, the exciton binding energy is also approximately 6 meV, which results in the light-hole exciton being degenerate with the edge of the heavy-hole continuum states. The linear absorption spectrum, shown in Fig. 2 gives a heavy hole linewidth of about 1.5 meV, which is due in part to inhomogeneous broadening from well width fluctuations. At the excitation densities used in these experiments of ~10^{10} excitons/well/cm^2, the homogeneous linewidth is ~0.8 meV. The incident laser pulses are approximately 100 fs in duration. They are tuned above the light hole exciton in order to compensate for the oscillator strengths and get comparable excitation density of heavy-hole excitons, light-hole excitons and unbound electron-hole pairs.

The magnitude of the 2DFTS is shown in Fig. 3. Several features are apparent, including diagonal peaks corresponding to the heavy-hole and light-hole excitons, off-diagonal peaks corresponding to absorption by the light-hole exciton but emission by the heavy-hole exciton and vice-versa and a vertical stripe at the heavy hole emission energy due to absorption by continuum states. Two features are qualitatively striking and due to the strong many-body interactions. The first is that the off-diagonal peak is the strongest and that the off diagonal peaks are unequal in strength. The second is that the continuum shows up as a vertical stripe at the heavy-hole exciton emission energy. Simulations show that these features can only be reproduced by including many-body effects in phenomenological calculations [2].

Based on the time ordering of the conjugated field, k_a, both rephasing and nonrephasing experiments can be performed. For rephasing (or photon echo) measurements, k_a arrives first and the system evolves in conjugate frequencies during the time periods τ and t. For nonrephasing (or virtual echo) measurements, k_b arrives second and the system has the same phase evolution direction during τ and t, i.e.. The real parts of the spectra for the nonrephasing and rephasing measurements are displayed in Fig 3. The phase evolution during the detection time, t, is used to define the sign of the frequencies. Thus rephasing processes produce signals with negative ω_r (Fig. 4A), whereas non rephasing processes correspond to positive ω_r (Fig. 4B). Experimentally, the reference pulse has an arbitrary phase with respect to the third pulse. Thus a phase rotation must be applied to the as-measured signal to obtain the correct decomposition into real and imaginary parts.
The line shapes of the real spectra reveal the dominant microscopic mechanism responsible for the coherent optical response. In general, the real part of a two-dimensional spectrum is not perfectly absorptive but “phase-twisted” with inherently mixed absorptive and dispersive characteristic. A slice taken exactly along the resonance in either the absorption or emission dimension yields a familiar absorptive feature. For simple two-level systems, a purely absorptive two-dimensional line shape may be obtained by summing the rephasing and nonrephasing measurements.

The dominance of “dispersive” line shapes (the derivative of a peak) of both the diagonal and cross peaks shown in Fig. 4A and 4B, however, qualitatively contradicts the prediction of a simple theory. Particular types of many-body coupling can reproduce the observed spectra [3]. We note that there is almost no negative delay $\tau$ signal observed in time-integrated FWM experiments performed under the same conditions as the Fourier transform spectroscopy measurements. We attribute the lack of a negative delay signal to suppression by disorder-induced inhomogeneous broadening. Therefore, two-dimensional Fourier transform spectroscopy provides evidence for many-body interactions even when the classic signature in FWM experiments is suppressed.

Future Plans: Currently the 2D spectrometer is working in a nearly routine fashion. In the near future, we plan to do two experiments. The first is to explore the polarization dependence of the 2D spectra. Polarization is known to be a means of influencing the many-body interactions. Furthermore, the interplay between disorder and many-body effects has resulted in curious TFWM signals. Preliminary data shows that the 2D spectra are polarization sensitive. The second is to look at a series of heterostructures that contains pairs of quantum wells with varying barrier thickness between them. This will allow their coupling to be systematically varied. In the past, there have been signatures of anomalously large coupling, but the origin was not clear. 2D spectroscopy is an ideal tool for unraveling this mystery. On the technical front, we are looking at means of improving the locking, and locking T, using diffractive optics. This would allow us to prove 2-photon coherences due to biexcitons. In the longer term, we plan to look at strongly localized excitons in “natural quantum dots.” To do so, we first need to improve the sensitivity and reach lower excitation densities.

The research develops and applies theoretical methods for the interpretation of atomic, molecular and optical phenomena and for the quantitative prediction of the parameters that characterize them. The program is responsive to experimental advances and influences them. A particular emphasis has been the study of collisions in ultracold atomic and molecular gases.

Long range forces play a controlling role in the physics of atomic and molecular collisions at cold and ultracold temperatures. We have continued our studies of them and the determination of the leading van der Waals coefficient for interactions with excited atoms. The coefficient of the $R^{-6}$ term, where $R$ is the internuclear distance, may be expressed in terms of the product of the dynamic polarizabilities of the interacting atoms at imaginary frequencies.

For atoms in states of non-zero orbital angular momentum, the scalar and tensor polarizabilities are needed in order to obtain the dependence on orientation and to distinguish between the different molecular states that can be populated by the approach of the atoms. We have completed calculations for helium interacting with the first excited states of the alkali metal atoms Li, Na, K and Rb for which the dynamic polarizabilities were calculated to high precision using many body perturbation theory. In collaboration with Xi Chu, a postdoctoral fellow supported by DoE, who is an expert on density functional theory, we obtained values of the isotropic polarizability of a broad range of complex atoms. We have extended a time-dependent version of density functional theory (TDDFT) to the determination of tensor polarizabilities. We also clarified the basic theory of the response of non-spherical atoms to electric fields. We have applied TDDFT to the specific cases of He interacting with Sc($^2D$) and Ti($^3F$). We obtained very small values for the long-range anisotropies which suggest that the cross sections for inelastic collisions at low temperatures will be small. The small anisotropies at long range are consistent with the ab initio calculations of the interaction potentials in which we participated. The anisotropies are small because of the shielding effects of the outer $4s^2$ shell. Calculations for other complex atoms are in progress.
In separate investigations, Xi Chu continued her collaboration with Shih-I Chu and explored the influence of electronic structure and correlation on ionization mechanisms of diatomic molecules responding to intense short-pulse lasers.

In collaboration with Roman Krems and others we continued our studies of scattering theory of atoms and molecules in the presence of magnetic fields. We computed the potential energy surface for the HeNH molecular system and assessed its accuracy by calculating the bound states of the molecular complex. We made estimates of the rate coefficients for collisionally induced Zeeman relaxation. We found that minute variations in the fitting of the potential energy surface altered the relaxation rate coefficient by as much as 50%.

A still more extreme sensitivity was found in our study of the inelastic scattering of helium with hydrogen molecules in which we explored the differences caused by two versions, each of apparently high accuracy, of the potential energy surface of HeH2. Cross sections for elastic scattering and for pure rotational excitation differed typically by a factor of less than two but exceptions occurred for specific transitions because of the presence of zero energy resonances in one of the surfaces and not in the other.

Few studies have been reported of inelastic collisions of positive ions with neutral atomic and molecular systems at ultralow temperatures. We carried out complete quantum mechanical calculations of the cross sections for the fine-structure transition

\[ C^+ (^2P_{1/2}) + H \rightarrow C^+ (^2P_{3/2}) + H, \]

The cross sections obey Wigner’s law at energies less than \(10^{-3} \text{ cm}^{-1}\) and yield a large rate coefficient of \(2.6 \times 10^{-10} \text{ cm}^3 \text{s}^{-1}\) at zero temperature.
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Program scope: The goal of our project is to study the reactive, inelastic, and elastic collisions of polar molecules (specifically, RbCs) in the ultracold regime. A variety of physical effects associated with the low temperatures and/or the polar nature of the molecules should be observable for the first time. These include phenomena such as chemical reactions at vanishing temperature,\(^1\) ultra-long range “field-linked” states of polar molecules in an external electric field,\(^2\) extraordinarily large (~10\(^8\) Å\(^2\)) elastic collision rates in the presence of a polarizing electric field,\(^3,4\) etc. In addition, the study of inelastic (e.g., vibrationally or rotationally quenching) collisions will make it possible to produce optimized sources of ultracold polar molecules for a variety of applications.

Recent progress: Our group has recently demonstrated the novel ability to produce and state-selectively detect ultracold heteronuclear molecules. These techniques yield RbCs molecules at translational temperatures \(T < 100\,\mu\text{K}\), in any of several desired rovibronic states—including the absolute ground state, where RbCs has a substantial electric dipole moment. Our method for producing ultracold, ground state RbCs consists of several steps. In the first step, laser-cooled and trapped Rb and Cs atoms are bound together into an electronically excited state, via the process known as photoassociation.\(^5\) These initially-created molecules decay rapidly into a few, weakly bound vibrational levels in the ground electronic state manifold.\(^6\) Specifically, by proper choice of the photoassociation resonance, we form metastable molecules exclusively in the \(a^3\Sigma^+\) level. This sample has significant population in only a small number of rotational levels.

We state-selectively detect these long-lived molecules with a two-step, resonantly-enhanced multiphoton ionization process (1+1 REMPI) followed by time-of-flight mass spectroscopy.\(^7\) This unique detection capability (for ultracold molecules) was enabled by our spectroscopic characterization of RbCs in a previously inaccessible range of energy levels. Our method makes it possible to determine the distribution of population among vibrational levels; under typical conditions, the \(a(v=37)\) level (bound by \(~5\,\text{cm}^{-1}\)) is most highly populated, although this distribution can be changed considerably (towards higher or lower vibrational levels) by the choice of photoassociation resonance.

In our most recent work, we have demonstrated the long-sought ability to transfer population from these high vibrational levels, into the lowest vibronic states \(X^1\Sigma^+(v=0,1)\) of RbCs.\(^8\) The technique is based on a laser “pump-dump” scheme. Two sequential laser pulses (each \(~5\,\text{ns}\) in duration, \(~100\,\mu\text{J}\) pulse energy) drive population first “upward” into an electronically excited level, then “downward” into the vibronic ground state. At present, the vibronic ground-state molecules are spread over a small number (2-4) of the lowest rotational levels, determined by the finite spectral resolution of the pump/dump lasers. These ground-state molecules are also detected with 1+1 REMPI.

Future plans: We are currently implementing the improvements needed to optically trap dense samples of RbCs molecules with a single, low-lying rovibronic state populated. A new vacuum system will allow us to trap both the precursor Rb and Cs atoms and the resulting molecules...
(regardless of internal state) in a CO2 laser trap. Our present plan is to begin by trapping Rb and Cs in the CO2 trap, and cooling them to $T\sim 10 \mu$K. Next we will apply the photoassociation laser beam to form and accumulate vibrationally-excited RbCs. The initial goal is to observe simple processes such as vibrational quenching by collisions with precursor atoms.

The next phase of our work will focus on transferring population to the rovibronic ground state $X \ ^1\Sigma^+ (v=0, J=0)$ in the trapped RbCs sample, and then “distilling” the sample so that only these ground-state molecules remain. Using a new laser system with transform-limited pulses, we expect to have high efficiency and excellent state selectivity for the transfer process. In addition, we have worked out a plausible protocol for the distillation which takes advantage of the large polarizability characteristic of the rovibronic ground state (and of no other states or species present in the trap.) The pure sample of dense, ultracold, strongly polar molecules we anticipate producing will represent a near-ideal starting point for studying the new phenomena mentioned above.
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1. Program Scope

Our research encompasses a unified approach to the trapping of both atoms and molecules. Our goal is to extend our very successful work with CaH to NH and approach the ultracold regime. We plan to trap and cool $10^{11}$ NH molecules loaded directly from a molecular beam. Elastic and inelastic collisional cross sections will be measured and cooling to the ultracold regime will be attempted. To date, no collisional cross sections have been measured for ultracold heteronuclear molecules. Theory has now begun to offer predictions for NH. We note that as part of this work, we are continuing to develop an important trapping technique, buffer-gas loading. This method was invented in our lab and its significant advantages (large numbers of trapped atoms and molecules as well as general applicability) indicate that further development is warranted.

2. Recent Progress

The milestones for this project are:

- x–spectroscopic detection of ground-state NH molecules via LIF
- x–production of NH in a pulsed beam
- x–spectroscopic detection of ground-state NH molecules via absorption
- x–injection of NH beam into cryogenic buffer gas (including LIF and absorption detection)
- x–realization of 4 T deep trap run in vacuum
- x–injection of NH molecules into cryogenic trapping region
- x–loading of NH molecules into cryogenic buffer gas with 4 T deep trap
- x–trapping of NH
- o–measurement of spin-relaxation rate of NH with He
- o–removal of buffer gas after trapping of NH
- o–measurement of elastic and inelastic cross sections
- o–attempt evaporative cooling

NH, like many of the diatomic hydrides, has several advantages for molecular trapping including large rotational constant and relatively simple energy level structure. There were several key questions before us when this project began. Could we produce enough NH using a pulsed beam? Is it possible to introduce a large number of NH molecules into a buffer gas? Would the light collection efficiency be enough for us to adequately detect fluorescence from NH? Could we get absorption spectroscopy to work so that absolute number measurements could be performed? Could we achieve initial loading of NH into the magnetic trap? We have now answered these questions, all to the positive.

There are key questions left. Will the spin relaxation rates with helium be low enough for us to remove the buffer gas? Will the NH-NH collision rates be adequate for evaporative cooling or will another method (like sympathetic or laser cooling) be necessary to cool NH into the ultracold regime. There is strong indication that the answer to the first is “yes.” Recent theoretical calculations by Krems and coworkers (motivated by our experiment) indicate that NH will survive in the low-field-seeking state for several hundred thermalization times before it spin relaxes. The final question is still open and, indeed, answering this question is the key stated goal of this work.
Summary of Status of Project

The heart of the apparatus is a beam machine that we use to produce pulsed NH in a supersonic beam (see figure 2). (We are in the supersonic regime only to maximize NH flux; 3 dimensional translational cooling and rotational cooling are provide by the buffer gas.) The design of the pulsed source is based on the production of OH via DC discharge as executed by Nesbitt. In short, we have a pulsed valve and a slit plate with a layer of BN in between. A voltage between the plates and the nozzle of the pulsed valve produces a discharge whenever we allow gas into the nozzle. This is done by opening the pulsed valve, with a solenoid, for times about 1 ms.

This beam is directed toward our trapping magnet, the bore of which forms a cryogenic buffer-gas cell. This was constructed with a small entrance orifice of a few mm in diameter to allow the beam of NH to enter, thus buffer-gas cooling the NH. Several windows exist for the introduction and collection of light. In this initial setup the magnet (and, therefore, the buffer gas) can be cooled to as low as around 2.5 K.

The basic experimental procedure is as follows. The pulse valve of our NH source is opened for about one millisecond. During this time a jet of ammonia exits the valve, entering the discharge region near the jaws, creating a beam of ammonia, NH and other species. This long pulse beam travels about 10 cm to the face of the cell where approximately all of the molecules heading toward the entrance orifice enter the cell. The NH are then cooled by the buffer gas in the cell. In our latest experiments we have been using fluorescence spectroscopy to detect the NH in the trapping region. We have been able to observe the NH molecules fall into the trap and our data is consistent with only low field seekers being present. In these test runs at high temperature (around 2.5 K), the lifetime of the trapped sample is short, only around 10 ms. This is consistent with our evaporation
model for these low ratios of trap depth to temperature. We see no evidence of spin relaxation of NH, consistent with recent theory.

3. Future Plans

We continue on our program of trapping of NH. The next step is to buffer-gas load NH into the buffer-gas cell while the cell is inside the energized trap with the cell at lower temperatures, around 400 mK (instead of 2.5 K). In this way we should be able to spectroscopically determine the helium-NH spin relaxation rates. This will require installation of our He3 refrigerator as well and a new cell that is thermally isolated from the magnet.
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Program Scope: Large Classical Ensemble Dynamics

We are integrating Newtonian equations for large ensembles (10^5 – 10^6 members) of nonlinearly coupled pairs of charges in a combination of their mutually repulsive coulomb field, a time-dependent external laser field and the internal atomic field of a nucleus to study very strongly correlated electron behavior analogous to that seen experimentally in non-sequential double ionization (NSDI) of atoms and molecules. Here we report preliminary results on the average temporal dynamics of two electrons in a classical “atom” in pulses as short as a single cycle, under peak pulse intensities between 10^{14} and 10^{16} watts/cm^2. Our classical two-electron system is designed to have single and double ionization thresholds of 13 and 39 photons of 780 nm laser radiation, similar to several noble gas atoms for which experimental results are available. For this two-electron system a typical double ionization event [1, 2] follows several or many recollisions back into the nuclear region by the first-liberated electron, but our current extension of previous work is showing [3] that the probability of correlated double ionization is greatest in the first recollision.

Background

Radiation fields that act like fields and not just collections of photons can induce coherent responses in atomic electrons. Such coherence, induced by very strong phase-coherent laser pulses, has opened a frontier in atomic physics where sub-cycle features of electron motion can be reliably predicted and controlled. One counter-intuitive element of this new domain is that the coherence resides in what are nominally strongly ionizing bound-free transitions. In such strong and coherent fields photoionization loses its one-way character and during the pulse becomes a multi-cycle periodic process for an electron.

This is a breakdown of standard radiative perturbation theory and it is already reached in the “low intensity” vicinity of 10^{12} watts/cm^2. The accepted alternative theory is a systematic extension [4] of the Keldysh theory [5] of photoemission via tunneling. Multi-site experimental study
of double ionization (for early reports, see [6, 7]) in the strong-field tunneling regime shows that modifications of existing theory are needed for intensities that are two to four orders of magnitude greater than $10^{12}$ watts/cm$^2$.

**Two-Electron Theory**

For helium double ionization the exact numerical solution of the time-dependent Schrödinger equation (TDSE) in the NSDI experimental regime by the Taylor group [8] is generally accepted as the most that will be feasible for the foreseeable future. Very large basis sets are needed for 2-e wave function expansion in a full-dimensional approach. Even approximation by well-designed truncations of these basis sets stretch computer resources to the current limit. However, the physics behind the computational challenge can be used to suggest different categories of approximation, one of which is the so-called aligned electron approximation. Here one tries to extract an advantage from the strong linearly polarized laser fields used in experiments, by introducing the ansatz of linear motion for the electrons, basically entraining their motion along the polarization direction.

Under the aligned electron ansatz a variety of solutions of the TDSE for two coupled atomic electrons have been calculated and compared with experimental reports. The calculations can be done much more rapidly because of the dimensional restriction. Aligned-electron TDSE wave functions for two electrons are consistent with the NSDI “knee” in the ion-count data, a result not yet duplicated with full-dimensional calculations because not enough full-dimensional throughput has been generated to make the required curve.

In a parallel development, evidence has been accumulating that the origin of the non-sequential nature of NSDI lies to a large degree in strong but purely classical correlation. Classical evolution of NSDI, illustrated in the left frame of Fig. 1, shares the interpretive framework of the well-known two-step “rescattering” scenario first proposed for NSDI by Corkum [9]. A number of partially or entirely quantum mechanical versions of NSDI theory strongly guided by this picture have been advanced [10].

It has been repeatedly demonstrated that a fully classical theory gives many similar results as quantum theory (see, e.g., [11, 12]). In addition, the outcome of fully classical calculations is

---

Figure 1: Left frame: Energy trajectories for a single electron pair, showing the four episodes in a typical NSDI event – initiation, recollision, ionization, free-electron jitter motion. The trapezoidal overlay indicates the turn-on and turn-off of the laser field envelope. Right frame: Evolution showing the distribution in time of recollision events during a single 8-cycle pulse for 16 intensities in the range $10^{14}$–$10^{15}$ watts/cm$^2$ under the trapezoidal field envelope shown in the left frame.
surprisingly satisfactory for prediction of the major elements of NSDI [1, 2], including aspects of COLTRIMS longitudinal momentum distributions still not fully understood, and recent full-dimensional classical calculations in collaboration with Panfili and Haan corroborate the reduced dimensional results.

**Recent Progress: Short-Pulse Predictions**

As the left frame of Fig. 1 shows, a typical classical double-ionization event is preceded by several or even many recollisions. This picture stands in contrast to the two-step quantum picture in which double ionization is deemed to occur in the very first recollision cycle. Experiments using shorter pulses (e.g. [13]) which eliminate recollision effects requiring more than one or two cycles, now show that double ionization does not require multiple recollisions.

An open question has been whether the classical theory can agree with this, and we summarize here some recent results obtained in examining this question [3]. We have confirmed that the famous “knee” signature is still obtained for pulses as short as 1 cycle, establishing that fully classical NSDI can still occur without multiple recollisions. This positive answer prompts another question: how does the classical picture incorporate both long and short pulse NSDI schemes?

In the right frame of Fig. 1 we show a new form of time record for ionizing pulses [3]. When the intensities are in the “knee” region the entire recollision sub-ensemble is smoothly depleted during the double ionization over 8 cycles. Clearly the most likely double-ionization event occurs at the first recollision, even though many recollisions typically occur. One can predict that each recollision will remove a fraction of the participating bound electrons, making an exponential decrease in number of recollisions per half cycle. This is an example of classical features not available in a quantum calculation. Subsequent analysis shows that the exponential prediction is well-confirmed in the data [3].

In summary, to emphasize the main question, one sees in the right frame of Fig. 1 that in a classical analysis the highest number of recollisions, each of which is a gateway to NSDI, occurs in the half cycle that is the very first one after the pulse reaches full strength. This confirms that the classical picture requires only one recollision in order to generate NSDI electrons, even though the most typical double-ionization event may be preceded by several recollisions.

**Future Plans**

We expect to explore the effects of electron correlation in very high-field environments by further adapting large ensemble solutions of Newtonian equations of motion. These should provide access to the dynamical behavior of more than two atomic or molecular electrons in strong and coherent fields, where no quantum TDSE approach is expected to be feasible, whether fully dimensioned or not. We expect to benefit from experimental input, as laboratory results on non-sequential multi-ionization (NSMI) have already begun to be reported [14].

**Acknowledgement** We have appreciated extended discussions with S.L. Haan, R. Panfili, and Phay J. Ho. This work was partially supported by DOE Grant DE-FG02-05ER15713.
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This program is centered on the study of doubly excited autoionizing states of atoms. The practical motivation is that a systematic study of autoionization allows us to understand the reverse process dielectronic recombination (DR), i.e., recombination of ions and electrons via intermediate autoionizing states. While radiative recombination (RR) provides an efficient recombination mechanism for low temperature electrons, at high temperatures DR is much more efficient, and it is important in high temperature laboratory and astrophysical plasmas.\textsuperscript{1,2}

During the past year we have worked on three projects. First, to mimic the effects of electron collisions on DR we have examined the effects of high frequency microwave fields on DR. Second, we are presently examining the relative effects of the microwave field on incoming electrons in different entrance channels for DR and comparing the effects of broadband noise to those due to monochromatic fields. Finally, we have made microwave resonance measurements of the spacings between autoionizing Ba $5d_{3/2}$ $ng$ and $5d_{3/2}$ $nh$ states, where $n$ is the principal quantum number.

In Ba, the atom we have studied, DR is the recombination of a continuum (free) electron with a Ba ion via an intermediate autoionizing state. For example,

$$\text{Ba}^+ \ 6s_{1/2} + e^- \epsilon \ell' \rightarrow \text{Ba} \ 6p_{1/2}n\ell \rightarrow \text{Ba} \ 6s_{1/2}n\ell + h\nu .$$

In this case the incoming $\epsilon \ell'$ electron excites Ba$^+$ from the $6s_{1/2}$ to $6p_{1/2}$ state and is itself captured in the $n\ell$ orbit. Then, if radiative decay to the bound $6s_{1/2}n\ell$ state occurs, recombination has taken place. In our experiments we do not really study DR but a process which we term DR from a continuum of finite bandwidth. In DR from a continuum of finite bandwidth we replace the true continuum with a continuum of finite bandwidth, either the broad $6p_{3/2}1d$ or $6p_{3/2}8g$ ionizing state straddling the Ba$^+$ $6p_{1/2}$ limit.\textsuperscript{3} We have examined the two processes

$$\text{Ba} \ 6p_{3/2}1d \rightarrow \text{Ba} \ 6p_{1/2}nd \rightarrow \text{Ba} \ 6s \ nd + h\nu$$

and

$$\text{Ba} \ 6p_{3/2}8g \rightarrow \text{Ba} \ 6p_{1/2}ng \rightarrow \text{Ba} \ 6s \ ng + h\nu .$$

An atom in the $6p_{3/2}1d$ or $6p_{3/2}8g$ state makes the interchannel transition to the degenerate $6p_{1/2}nd$ or $6p_{1/2}ng$ state ($40 < n < \infty$). If it decays radiatively to the bound $6s_{1/2}nd$ or $6s_{1/2}ng$ state, DR has occurred. The primary attractions of this technique are the energy resolution of $\sim 0.5$ cm$^{-1}$ ($< 0.1$ meV), the fact that the experiments can be done in zero electric and magnetic field,
and that the partial wave of the entrance channel is well defined. In the continuum of finite bandwidth experiments the 11\(d\) or 8\(g\) electron makes about twenty orbits and collides with the Ba\(^+\) core twenty times before it autoionizes. State of the art DR experiments are now done in storage rings.\(^4\) Our ring, the 11\(d\) or 8\(g\) orbit, is just smaller than most.

We have examined the process of Eq. (2a) in high frequency microwave fields as a way to mimic long range electron collisions in a plasma.\(^5\)\(^-\)\(^8\) In our previous work using microwave frequencies of 4 – 12 GHz we observed resonant enhancement of DR when the microwave frequency nearly matched the \(\Delta n = 1, 2,\) or 3 transition frequencies.\(^7\)\(^,\)\(^8\) In the present work we have used frequencies up to 40 GHz and are able to observe enhancement resonances up to \(\Delta n = 10.\)\(^9\) A very interesting aspect of the measurements is the observation that roughly the same field strength is required to see the \(\Delta n = 4\) enhancement as the \(\Delta n = 10\) enhancement. This somewhat surprising observation can be rationalized in the following way. For \(\Delta n > 1\) the dipole matrix elements fall off as \(1/n^3\). The detuning of the \(nd\) states and \(np\) states from the nearest manifold of high \(\ell\) states also scales as \(1/n^3\). Equating the Rabi frequencies for the transition, \(\propto E/n^3\), to the detuning, also \(\propto 1/n^3\), gives an \(n\) independent microwave field \(E\). A further interesting aspect of this work is that for large \(|\Delta n|\) there is a clear difference in the frequency intervals for positive and negative \(\Delta n\). For example at \(n = 100\) the \(\Delta n = +6\) resonance, to \(n = 106\), occurs at 36.3 GHz while the \(\Delta n = -6\) resonance, to \(n = 94\), occurs at 43.1 GHz. By tracking all the observed resonances it is clear that the enhancement is due to the \(\Delta n = +6\) resonance, not the \(\Delta n = -6\) resonance. The propensity for \(\Delta n > 0\) is reasonable since the probability of autoionizing, as opposed to radiating, scales as \(1/n^3\).

We have recently been examining the relative effect of microwave fields on DR with incoming electrons with different angular momenta. Specifically, we have been studying the relative effects of 18-26 GHz fields on the processes of Eqs. (2a) and (2b). Although this work is in progress, several features are apparent. First, lower microwave fields are required to enhance DR when the incoming electrons are \(g\) electrons (Eq. (2b)). This observation is consistent with the fact that in Ba the \(ng\) energies are almost hydrogenic, with quantum defects of 0.05, whereas the \(nd\) electrons have quantum defects of 0.25. Second, for the \(ng\) states a broad range of microwave fields produces enhancement. At the lowest fields the enhancement occurs in at exactly the right binding energy to match the \(\omega = 1/n^3\) resonance requirement, i.e., at the energy \(W = -1/2\omega^{2/3}\), but at higher fields the enhancement shifts quadratically with microwave field to lower energy. At the high microwave field required for enhancement of the \(nd\) states enhancement of both the \(ng\) and \(nd\) states occurs at the same energy. We are presently investigating the source of the energy shift.

Finally, we have examined the enhancement of DR by broadband 18-26 GHz noise. Our preliminary measurements indicate that it is approximately a factor of two less effective in producing the enhancement than monochromatic microwave field in this frequency band for the \(ng\) states and roughly the same for the \(nd\) states. This observation implies that using a monochromatic microwave field to mimic electron collisions is, in fact, reasonable.

The third project we have undertaken is to conduct microwave spectroscopy of autoionizing states.\(^10\) To our knowledge these are the first measurements of this type, although
efforts along this line are underway elsewhere as well. Specifically, we have examined the Ba $5d_{3/2} \, ng \,(J = 2) \rightarrow 5d_{3/2} \,(n \pm 1)h \,(J = 3)$ transitions for $45 \leq n \leq 49$. These transitions fall in the 50 – 75 GHz frequency range, and the technique we used is delayed field ionization. We chose to begin with these transitions primarily because these $ng$ states are relatively long lived, making it possible to use the field ionization approach even at relatively low $n$. A drawback to these transitions is that we are not able to separate the contributions to the observed intervals. The differences from the hydrogenic intervals are due to the first order quadrupole interaction and the second order dipole and quadrupole interactions between the ion core and the Rydberg electron. For ionic states such as these with anisotropic cores the first order quadrupole term is usually dominant. To separate these contributions will require that more intervals be measured. Nonetheless, it is possible to compare our measurements with calculated intervals, and we have done so. One of the more interesting results of this process is that we have realized that the commonly used core polarization representation of the second order dipole and quadrupole interactions breaks down for anisotropic cores. In particular, the second order quadrupole interaction cannot be represented by a quadrupole core polarization.

In the coming year we plan to finish the ongoing work on the relative enhancement of DR from $ng$ and $nd$ states and return to the question of DR in combined E and B fields. According to simple models of this process, for a given E, as B is increased DR should just be enhanced, reach a maximum, and finally decline to a value equal to the E = 0 value. To date there have been no measurements to demonstrate that this picture is correct.
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Program Scope:

Ultracold atoms and molecules have played a leading role in many of the rapidly advancing research areas in atomic, molecular, and optical (AMO) physics. Examples include: Bose-Einstein condensation (BEC) and atom lasers; degenerate Fermi gases (and their connection to superconductivity); photoassociative spectroscopy; ultracold molecule production; ultracold chemistry; ultracold Rydberg gases and plasmas; optical lattices; quantum optics and quantum computing; precision spectroscopy and improved atomic clocks; studies of photoionization, electron scattering, and ion-atom collisions; and fundamental atomic and nuclear physics experiments with radioactive isotopes. Most of these applications require high densities (e.g., $n > 10^{11}$ cm$^{-3}$) and low temperatures (e.g., $T < 100$ µK), conditions under which collisions between the ultracold atoms become important. In many cases, these collisional processes can be undesirable. For example, inelastic collisions can cause atoms to be heated or ejected from the trap which confines them. On the other hand, ultracold collisions can also be beneficial. For example, evaporative cooling, the final stage of BEC production, requires elastic collisions for thermalization. Also, many of the proposed schemes for quantum computation with ultracold atoms require some type of collisional interaction in order to produce the desired entanglement. The main motivation of our experimental program is two-fold: (1) improve our understanding of ultracold collisions, and (2) devise ways to control these collisional processes to our benefit.

In addition to the relevance of our studies to applications of ultracold atoms, as discussed above, atomic collisions at these extremely low energy (e.g., $\sim 10^{-8}$ eV) are of significant fundamental interest. Since the colliding partners are barely moving, their motion can be dramatically altered by the long-range dipole-dipole interactions involving excited atoms. This allows the collision dynamics to be controlled with laser light – both enhancement and suppression have been demonstrated. Furthermore, the combination of low velocities (e.g., $v \sim 20$ cm/s) and large distance scales (e.g., $R \sim 100$ nm) results in the dynamics occurring on a slow time scale. This not only allows the collisions to be probed and manipulated in real time, but also means that spontaneous decay of excited states can occur during the course of a collision, a situation unique to the ultracold domain.

Our ultracold samples of rubidium are produced using a diode-laser-based dual magneto-optical trap (MOT) system. Rb is the ideal atom for our experiments for several reasons: 1) its resonance lines (780 nm and 795 nm) are well-matched to readily available diode lasers; 2) there are two stable and abundant isotopes ($^{85}$Rb and $^{87}$Rb), enabling isotopic differences in collisional properties to be investigated; and 3) $^{87}$Rb, because of its favorable collisional properties, has emerged as the most popular atom for BEC studies. Our apparatus uses a “source” MOT to generate a slow atomic beam. These atoms are then loaded into a second MOT which is operated in the phase-stable configuration. The density-dependent atomic loss rates from this MOT, coupled with absolute density measurements, yield the inelastic collisional rate constants.
Recent Progress:

Our recent efforts have focused mainly on ultracold collisions induced by frequency-chirped laser light. The ability to control the temporal variation of both the frequency and amplitude of the light opens up new possibilities in manipulating ultracold collisions. Prior to our recent work, ultracold collision experiments involving excited atoms have used fixed-frequency light applied either continuously (cw) or pulsed (e.g., pulse widths ~100 ns). In this case, a given detuning of the light below the atomic resonance excites an atom pair to the attractive molecular potential at a particular internuclear separation R. If the excited pair subsequently gains sufficient kinetic energy (e.g., ~1 K) to leave the trap before decaying to the ground state, an inelastic trap-loss collision results. By “chirping” the light, i.e., changing its frequency as a function of time, atom pairs spanning a wide range of R can be excited and caused to collide. A significant advantage of the chirp is that if the laser intensity is sufficiently high, the population is transferred adiabatically to the excited state, making the process efficient and robust. We have investigated the dependence of the collisional loss rate on various parameters of the chirped light: intensity, chirp rate, and chirp direction. We observe that the rate of collisions does indeed saturate with intensity, as expected for an adiabatic process. This saturated rate is consistent with all collision pairs which are accessed by the chirp (and whose excitation survives to short range) undergoing an inelastic trap loss collision. This verifies that the chirped excitation is indeed efficient. The dependence on chirp rate, while maintaining a fixed chirp range, is an important test of the dynamics. At a chirp rate of 10 GHz/µs, the collision rate is at least an order of magnitude larger than when the chirp is slow enough to be considered quasi-cw. This verifies that the efficient excitation provided by the chirp is important, and that simply having a range of frequencies present is not sufficient. We have compared the collision rates induced by positive (red-to-blue) and negative (blue-to-red) chirps and find no significant difference under our current conditions. However, we expect differences to emerge at larger detunings. The positive chirp should be more robust and efficient because the excitation proceeds from smaller to larger R, while the motion of the atom pair on the attractive potential proceeds oppositely. Therefore, an atom pair, once excited, is unlikely to further interact with the chirped field, minimizing the possibility of stimulated emission back to the ground state.

We have developed a novel system to produce the frequency-chirped light required for these collision experiments. The injection current of an external-cavity diode laser is rapidly modulated to yield the initial chirp. Unfortunately, the desired frequency modulation is accompanied by significant amplitude modulation. This is reduced by injecting a small amount of light from the chirped “master” laser into a separate free-running “slave” diode laser. The frequency of the injection-locked slave laser tracks the chirp of the master, while its output power remains almost constant. We use various heterodyne diagnostics in order to characterize the chirp. Chirp rates up to 15 GHz/µs, with power modulations <1%, have been produced in this manner. The master-slave arrangement also has the advantage of providing significantly higher laser power to the experiment. Our work so far has utilized a linear chirp, but controlling the injection current with an arbitrary waveform generator looks to be a promising method for producing more general chirps.

Future Plans:

In the coming year, we will extend our work on frequency-chirped collisions. We will first vary the frequency range covered by the chirp. This will change the range of R over which atom pairs are excited, as well as the time scale for their motion. At larger detunings, we expect to see significant differences between positive and negative chirp directions. We will also vary
the delay between successive chirps and look for cooperative effects. For sufficiently short delays, we expect that the atom pairs available for a given chirp will be depleted by the preceding chirp. On the other hand, under some conditions, we expect enhancement of one chirp’s collision rate by its predecessor. This will occur if long-range collisional flux is excited by the first chirp, but the excitation decays before an inelastic trap-loss collision occurs. This enhanced flux is then available to be re-excited by the second chirp. Besides varying the delay between successive chirps, we will also vary the shape of the chirp itself. So far, we have used linear current ramps to produce simple linear chirps, but with an arbitrary waveform generator, we can produce more sophisticated chirps and vary these chirps to optimize collision rates. All of our measurements to date have used chirped light tuned below the 5P_{3/2} level (780 nm). However, the complicating aspects of hyperfine structure are considerably simpler below the 5P_{1/2} level (795 nm), so we will adapt our chirped-laser system to this wavelength. Finally, we will apply a separate fixed-frequency laser, tuned to a photoassociative resonance, and use the frequency chirp to transiently enhance the flux available for photoassociation.

Recent Publications:


1. Program scope and overview

This research effort aims at developing an understanding of how energy is coupled and redirected among the various degrees of freedom in an atom, molecule, or cluster. Because most systems of interest are too complicated to solve exactly, we focus on developing approximation methods that incorporate the most important quantum physics beyond the scope of perturbation theory. While we have tended to concentrate on species that are microscopic, the last few years have begun to see an increasing emphasis on larger systems, such as clusters subjected to intense laser radiation, and most recently, electron scattering from biological molecules.

2. Electron scattering from polyatomic molecules

A growing interest of this research project in recent years has been the study of mechanisms for energy interconversion between the kinetic energy of an incident electron and the dissociative energy sufficient to break a chemical bond. The initial step needed for most photoionization and electron-molecule collision calculations is a solid calculation of the clamped-nuclei electron scattering amplitudes. A graduate student supported by this project, Stefano Tonzani, has continued to develop the capability to carry out such calculations. The first results from his new computer code, along with a detailed description of his three-dimensional finite-element methodology, were presented in a recent publication.[1] That study showed how this method can predict shape resonances in electron scattering from polyatomic molecules as complicated as ethylene (C_2H_4). More recently, this method has been pushed to treat molecules as large as the DNA and RNA bases, the two purines adenine(C_5H_5N_5), guanine(C_5H_5N_5O), and the pyrimidines thymine(C_5H_6N_2O_2), cytosine(C_4H_5N_3O), and uracil(C_4H_4N_2O_2).[2] The shape resonances in these bases are of importance for understanding single and double strand breaks that are caused by collisions with low energy secondary electrons; this has become realized through the important work of the Sanche group. In the coming year, Tonzani should complete his PhD research with some additional studies of electron collisions with polyatomic molecules, including a description of bond-breaking dissociation dynamics at some level of approximation.

A continuing long-term goal of this project is the description of dissociative recombination that occurs when a low-energy electron (0-10 eV) collides with a polyatomic molecule of atmospheric relevance. Before embarking on production calculations of the reaction rates for such processes, however, we are involved in a phase of algorithm development, which focuses on formulating efficient and broadly applicable theoretical tools. An early success of this line of research was our demonstration that a
Jahn-Teller coupling mechanism is responsible for the unexpectedly high dissociative recombination rate when a low energy electron collides with the simplest polyatomic ion, H$_3^+$. While this ion is not directly important for atmospheric applications, it has been a key prototype molecule to understand in detail, because many polyatomics are increasingly understood to have conical intersections in their Born-Oppenheimer potential energy surfaces, which can play a controlling role in the fragmentation dynamics. A second step of progress was the development of a new theoretical technique that combined disparate theoretical elements to quantitatively calculate the H$_3^+$ recombination rate, treating all degrees of freedom quantum mechanically.

The approach uses hyperspherical coordinate techniques to treat the nuclear motion, multichannel quantum defect ideas combined with a rovibrational frame transformation to handle the electronic-vibrational coupling, and Siegert states in the hyperradius to allow dissociative flux to escape. The resulting recombination rates, when corrected for important details such as experimental resolution and a toroidal correction associated with the merging of the electron and ion beams, are in generally good agreement with experiment except for a few energy ranges of discrepancy. Photoionization of the H$_3^+$ metastable state was also calculated, and shows very close agreement with the experiments of Helm in some energy ranges, while discrepancies remain at higher energies.[3-8] Our first application to a molecule heavier than H$_3^+$ was a study of dissociative recombination by HCO$^+$. This calculation did not show agreement with experimental recombination rate measurements of Le Padellec et al., nor with the spectroscopic experiments of Grant and coworkers, at the level that has been achieved for H$_3^+$. Studies are underway to ascertain whether some of the approximations require further optimization and improvement.

3. Description of decay and fragmentation using Siegert states

Some of our recent studies of molecular dissociation have utilized an adaptation of Siegert pseudostates to describe the vibrational degrees of freedom in diatomic and polyatomic molecules. These states were introduced originally by Siegert in 1939 to describe outgoing scattering waves. One reason they are finding new applications in recent years derives from a new and efficient method for calculating them that was proposed by Tolstikhin and coworkers. We have found that their use as a vibrational basis set is an effective and natural way to deal with dissociation, in problems where the electronic degrees of freedom are handled by multichannel quantum defect techniques. At the same time, Siegert pseudostates obey an unusual “overcompleteness” relation that makes some of their properties complicated to deal with. In a study involving undergraduate student Jeffrey Shainline and postdoctoral associate Robin Santra, we have studied the overcompleteness and found that it poses no key difficulties.[10] That study went on to derive the time-dependent propagation of wavepackets using these states, which results in a somewhat surprising nonexponential time evolution. This may pave the way to future applications of Siegert states in time-dependent problems.
4. Atoms, ions, and clusters in an intense VUV laser field

During his postdoctoral work in Boulder, Robin Santra spearheaded a project to develop a theoretical description of xenon clusters exposed to intense VUV radiation, of the type provided by the free-electron laser at the TESLA Test Facility (TTF) in Hamburg. This is a new regime of strong photon-cluster interactions, very different from the physics of infrared lasers that are directed at such clusters. Our first theoretical treatment [11] showed that linear physics is able to explain why approximately 30 photons per atom are absorbed, in a 100 femtosecond pulse of intensity $7.3 \times 10^{13}$ W/cm$^2$. [The experimental research was published by H. Wabnitz et al., Nature 420, 482 (2002).] Our calculations suggest that this absorption of this many VUV photons, one at a time, can be understood once realistic screened potentials are used to describe the behavior of the electrons, in addition to plasma screening effects. Another experimental study by the same group measured multiphoton ionization processes. Robin Santra also was instrumental in developing a detailed theoretical calculation of the multiphoton ionization rates of single ions by these VUV photons. [12] During the past year, graduate student Zachary Walters has made a number of improvements to the initial model calculations reported in [11], which are providing a more complete and quantitative description of this new regime of laser-cluster interaction dynamics. This theoretical project will continue during the coming year, and it should result in a publication being submitted in the near future.

5. Other miscellaneous projects completed since 2003

Papers [13-17] below discuss other results published during the past three years, which were described in detail in past abstracts submitted for this project.

Papers published since 2003 that were supported at least in part by this grant


This project aims to develop a simple and versatile means to generate slow and cold molecules and manipulate their trajectories. Our approach employs a supersonic nozzle near the tip of a hollow high speed rotor, into which a permanent gas is fed continuously. Spinning the rotor with peripheral velocities of several hundred meters/sec, contrary to the direction of gas flow from the nozzle, markedly reduces the velocity of the emerging molecular beam in the laboratory frame. As compared with other techniques, this method requires far simpler apparatus (no cryogenics at all) and has far wider scope (applicable whether or not a molecule is polar or magnetic).

During the past year, significant progress has been achieved through the efforts of two postdoctoral fellows, Tim McCarthy and Mike Timko. They developed means to overcome a major handicap that resulted from the background produced as the spinning rotor sprays gas over its full orbit. The nozzle is aligned with the detector during less than 5% of each orbit, so only that small fraction of the beam molecules is “harvested.” The yield of slow molecules had been strongly attenuated by collisions with the background gas. With the rotor spinning at 45,000 RPM, it seemed unlikely that a practical way could be found to turn on and off flow from the nozzle. Yet, McCarthy and Timko achieved marked improvement by pulsing the gas fed into the rotor by means of a solenoid value coupled with two additional pump-out values, timed to open just as the feed value closes. This “push-
pull” technique enabled the spinning rotor to be rapidly evacuated. Thereby the background pressure was lowered 20-fold, hugely reducing the scattering problem, which goes exponentially with pressure.

We have also nearly completed another chief component of our program, devoted to developing hardware and software for an “E-H balance.” This device, employing congruent electric and magnetic Stern-Gerlach deflecting fields, can be applied to analyze beams of virtually any slow and cold atomic or molecular species. As the deflecting forces are inversely proportional to the translational kinetic energy of the molecules, for very slow beams sizable deflections can be attained by interaction with the electronic polarizability and the rotational or nuclear magnetic moments. Electronic electric or magnetic dipoles are welcome too, but not needed.

Our next steps focus on demonstrating three ways to exploit our ability to use E and/or H deflecting fields to manipulate trajectories of slow beams. (1) Analyze a Xe beam (used to slow and cool lighter species such as oxygen via inverse seeding). This will provide a much better characterization of the velocity distribution than can be obtained from time-of-flight data (for slow beams, bedeviled by the “wrap-around” problem). We expect to be able to illustrate the E-H resolution capability by resolving the nuclear spin states of two xenon isotopes. (2) Analyze molecular oxygen seeded in xenon, to demonstrate virtually complete separation, and thereby the feasibility of cumulative trapping of the oxygen from many pulses without disruption by further pulses of the xenon carrier gas. (3) Complete a theoretical study showing that microwave spectroscopy of nonpolar molecules such as nitrogen, chlorine, or benzene is feasible. This involves sending a slow molecular beam through an A-C-B Rabi array of static electric fields. When the kinetic energy is very low, even the very weak
induced dipole moments resulting from the molecular polarizability enables the rotational M-states to be separated in the inhomogeneous A and B fields, and therefore transitions induced by microwaves between J,M states in the homogenous C field to be detected with great sensitivity and resolution.

Papers in preparation describe the development of the pulsed rotor source, with data illustrating its performance, and an extensive analysis of manipulation of slow molecule trajectories by E-H deflecting fields.
Program Scope

In our program of research, we have been pursuing the development of an effective quantum field theory which describes superfluidity in dilute atomic gases in the presence of resonant interactions. Some time ago, we produced a theoretical proposal pointing out the potential in dilute atomic gases to explore the crossover physics between Bose-Einstein condensation (BEC) and Bardeen-Cooper-Schrieffer (BCS) superfluidity. This has recently developed into a very active field of study in terms of both experiments and theory.

From a theoretical perspective, the rapid developments have led to a major shift in terms of research challenges going forward. Initial theoretical studies in the field of Bose-Einstein condensation in atomic physics were centered around the static and dynamic solutions of simple mean-field theories such as the Gross-Pitaevskii approach. The demonstrations of the BEC to BCS crossover for fermions, as well as the Mott-Insulator to superfluid transition in optical lattices for bosons, were two complementary recent results which both require nonperturbative theoretical studies. The need for a nonperturbative approach is a characteristic of strongly-correlated quantum systems. For this reason, most of our current and future research plans involve the study of strong interaction effects, some of which we now expound on in greater detail.

Effects of a pseudogap on the BEC/BCS crossover physics

We recently improved our previous approaches to the mean field theory of the BEC/BCS crossover to include the effects of the pseudogapped region above the critical temperature $T_C$. The strong resonant interactions that are possible in atomic physics in presence of Feshbach resonances cause a modification of the nature of the normal Fermi gas, as well as the superfluid crossover which had been previously studied. Understanding this effect was necessary to overcome the limitations of the simple mean-field approaches based on the Leggett and Eagles formalism which treated the fermions in the normal phase as free fermions.

We compared the results of the pseudogap theory to our earlier work for the case of $^{40}$K. Figure 1 shows a direct comparison between the critical temperature prediction
of the resonant mean-field approach and the pseudogap theory. With the inclusion of these higher order corrections we still retained a pronounced maximum in the critical temperature $T_C$ near the resonance at about $0.26T_F$, where $T_F$ is the Fermi energy. These results are in general agreement with recent experiments.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{Comparison between the mean-field approach (dashed line) and the pseudogap theory (solid line) for the critical temperature $T_C/T_F$ of $^{40}$K as a function of magnetic field.}
\end{figure}

**Fermi-Bose Hubbard model**

We also proposed a novel Fermi-Bose Hubbard Hamiltonian to model the system of fermions resonantly coupled in optical lattices. We solved this model in the limit of up to two fermions per site in three dimensions. This is a relevant experimental case, as there are typically $\sim 10^6$ fermions in a cubic lattice with $10^3$ sites. Very recently, experimentalists have succeeded in confining ultracold fermions in lattice traps and many groups are developing experiments in this direction. We obtained the phase diagram through the entire crossover for weak tunneling, i.e., a strongly confining lattice. Our model recovered the known BCS and BEC endpoints in the limits of large positive and negative detuning, respectively.

We solved this problem via a variational two-state approximation in the limit of from zero to two fermions per site in the lowest band and zero temperature. Here the fermions always pair and the eigenstates are superpositions of bosons and Fermi-pairs. In fact, we demonstrated that the Hamiltonian can be mapped onto a system of coupled Heisenberg spin magnets.

**Swallowtails in nonlinear band theory**

We recently formulated a picture of the mechanism for the formation of what are known as “swallowtails” in the nonlinear band structure of interacting Bose Einstein
condensates in optical lattices. In the case of linear band theory, one always has a unique solution for the band energy at given band index and quasimomentum value. However, the solution of the nonlinear Schrödinger equation, rather than the linear Schrödinger equation, can have quite nonintuitive behavior and the most striking example of this is the swallowtail structures. These represent loops in the band patterns giving non-unique band energies at a given quasimomentum.

We studied the band structure of a Bose-Einstein condensate for lattice traps of sinusoidal, Jacobi elliptic, and Kronig-Penney form (series of delta-functions). We showed that swallowtails in a lattice of period $2d$ were adiabatically connected to the non-trivial period-doubled solutions of a lattice of period $d$. By non-trivial we mean solutions not immediately obvious from the fact that a solution with period $d$ is also a solution of period $2d$. A key point was that most previous explanations were formulated exclusively for the case of repulsive condensates; our way of understanding swallowtails was valid for both repulsive and attractive condensates.

![Figure 2](image-url)

**Figure 2.** Band structure for a strongly repulsive condensate in a periodic potential, where the quasimomentum $q$ is normalized to the reciprocal lattice spacing $q_0$. Shown are results obtained via the analytical methods with (a) a Jacobi elliptic potential, (b) a sinusoidal potential, and (c) a Kronig-Penney potential.

**Future work**

In future work, we plan to focus our efforts on the description of strong-correlations which emerge between atoms in these complex phases. In particular, the role of correlations which go beyond pairs is important and needs to be incorporated in a consistent manner in the crossover from bosonic to fermionic superfluidity. The theory which has been developed to date is almost entirely for the simplest cases of uniform systems, with no rotation and time-independent potentials, and a major goal is to relax these restrictions in future work.
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Program Scope

In this project we are exploring interaction dynamics in an ultracold, trapped gas of bosonic and fermionic atoms. Investigation of this new class of quantum degenerate gases concentrates on interaction dominated phenomena such as sympathetic cooling, phase separation, excitations, Feshbach resonances, and the effects of quantum degeneracy. In addition to exploring these new phenomena we seek to understand and ultimately control the interactions in the gas. In particular, effective interactions between the fermionic atoms will be explored in the context of the longer term goal of realizing Cooper pairing of atoms.

Recent Progress and Future Plans

In the recent three year funding period we achieved a quantum degenerate Bose-Fermi mixture using evaporative cooling of the bosonic \(^{87}\text{Rb}\) atoms and sympathetic cooling of the fermionic \(^{40}\text{K}\) atoms. We characterized the interactions between bosons and fermions in this mixture by measuring the magnitude of the interspecies s-wave scattering length.\(^1\) We then implemented a far off resonance optical dipole trap to confine the ultracold gas mixture with atoms in spin states that cannot be magnetically confined. This allowed us to observe interspecies Feshbach resonances in the ultracold \(^{87}\text{Rb}/^{40}\text{K}\) mixture\(^2,3\). This work, along with similar results reported by the MIT group using a \(^{23}\text{Na}\) and \(^{6}\text{Li}\) mixture\(^4\), represents the first observation of interspecies Feshbach resonances. The magnetic-field values for four observed Feshbach resonances for \(^{87}\text{Rb}\) and \(^{40}\text{K}\) allowed us to further refine the value of the interspecies s-wave scattering length. In addition, these resonances open up exciting new possibilities for controlled exploration of interaction effects in ultracold Bose-Fermi gas mixtures. Our results are discussed in more detail below.

Quantum degeneracy and sympathetic cooling

With direct evaporation of the bosonic \(^{87}\text{Rb}\) atoms and sympathetic cooling of the \(^{40}\text{K}\) atoms we reached quantum degeneracy with the Bose-Fermi mixture. For the Bose gas we can create a nearly pure Bose-Einstein condensate (BEC) while the Fermi gas reaches a \(T/T_F\) of about 0.25. The final part of our evaporation trajectory is shown in Fig. 1. This provides an excellent starting point for future experiments that will use the control over interactions afforded by a Feshbach resonance to explore the Bose/Fermi mixture.

In exploring the limits of our sympathetic cooling, we encountered two difficulties that occur at relatively high temperatures well before the gas is quantum degenerate. We propose to address both of these cooling issues in future work. First we
observe that the number of $^{40}$K atoms at the end of evaporation was only a few percent of the initial number loaded into a magnetic trap. We believe that the observed number loss occurs very early in the cooling. JILA theorist John Bohn predicts that the elastic collision cross section for $^{40}$K + $^{87}$Rb collisions has a dramatic temperature dependence, with a relatively small elastic collision cross section for temperatures in the 100’s of µK range. The low elastic collision rate here could cause the $^{40}$K gas to remain much hotter than the directly cooled Bose gas and lead to losses early in the evaporative cooling.

The second difficulty we encountered is of a technical nature. We found that we had a fairly low number of potassium atoms in the MOT, which we attribute to a problem with our homemade potassium sources (enriched in $^{40}$K). This was true with or without a simultaneous $^{87}$Rb MOT. While a higher MOT number for the fermionic atoms is not necessary for reaching quantum degeneracy with sympathetic cooling, it would be very helpful in optimizing and diagnosing sympathetic cooling. We have recently opened up our vacuum chamber and put in new homemade potassium sources. Initial measurements have seen about a factor of 10 improvement in the $^{40}$K MOT number.

**Interaction effects in the Bose-Fermi mixture**

One goal of this project is to experimentally investigate interaction effects in the Bose-Fermi mixture, including looking for dramatic, interaction driven phenomena such as phase separation or mechanical collapse. Early on in the previous funding period the LENS group reported the observation of collapse a Bose-Fermi mixture of $^{40}$K and $^{87}$Rb atoms. The collapse was presumed to be due to a mechanical instability predicted for Bose-Fermi mixtures with large, attractive interactions between the bosons and fermions. The experimental observation was that of a large, sudden loss of potassium atoms just when the evaporative cooling produced a large BEC. We, of course, immediately set out to look for this phenomenon in our experiment. Even though we were using the same bosonic and fermionic species, a very similar trap strength, and slightly larger numbers of atoms, we did not observe any signature of interaction-driven collapse (see Fig. 1). Furthermore, our measurements of the cloud density profiles also did not reveal strong interaction effects.
Collapse phenomena, as well as other interaction driven effects, are expected to be strongly dependent on the interaction strength between the Bose and Fermi gases. The interspecies scattering length, which characterizing collisions between \(^{40}\text{K}\) and \(^{87}\text{Rb}\) atoms, is a key parameter that determines the equilibrium properties of the mixture. We used cross-dimensional rethermalization measurements to determine the elastic collision cross section, which is proportional to the square of the scattering length. We measured \(|a_{\text{RbK}}| = 250 \pm 30 \, \text{a}_0\), where \(\text{a}_0\) is the Bohr radius;\(^1\) this value is lower than what was expected from the reported collapse of a \(^{87}\text{Rb}\) and \(^{40}\text{K}\) mixture.

**Heteronuclear Feshbach resonances**

In the last funding period we added a far-off resonance optical dipole trap (FORT) for the ultracold atoms. This additional technical capability increases the possible spin mixtures available for study and allows us to look for predicted interspecies Feshbach resonances\(^6\). We formed the FORT with a single 1030 nm Yb:YAG laser beam focused to a 20 \(\mu\text{m}\) waist and overlapped with our magnetic trap. The ultracold gas mixture was transferred from the magnetic trap into the FORT, and then rf adiabatic rapid passage was used to move the atoms in both species into their lowest energy spin-state. We then applied a uniform magnetic field and looked for trap loss as a signature of Feshbach resonances. Specifically, we looked for any loss of \(^{40}\text{K}\) atoms in a mixture that had a much higher number (and density) of \(^{87}\text{Rb}\) atoms. Data was also taken without the \(^{87}\text{Rb}\) atoms present to test if the loss was dependent on interspecies interactions.

We observed several sharp trap loss features as a function of the strength of the applied magnetic field (see Fig. 3). With theoretical help from John Bohn’s group at JILA we identified these features as two s-wave resonances as well as one p-wave resonance. At the same time that we reported these results, the MIT group independently reported observations of Feshbach resonances between \(^{23}\text{Na}\) and \(^{6}\text{Li}\) atoms.\(^4\) These represent the first observation of Feshbach resonances between two different atomic species. Magnetic-field Feshbach resonances have become a powerful tool for many exciting ultracold atom experiments; these include, for example, the realization of Fermi superfluids\(^7\). These first observations of interspecies Feshbach resonance open up exciting new possibilities for Bose-Fermi
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Figure 2. Heteronuclear magnetic-field Feshbach resonances\(^2\) seen in \(^{40}\text{K}\) trap loss. The \(^{40}\text{K}\) number \(N_{\text{K}}\) is measured after holding at a fixed value of the magnetic field for 1 sec. Circles correspond to data taken in the presence of \(^{87}\text{Rb}\) atoms and triangles correspond to a single-species \(^{40}\text{K}\) gas. The sharp loss features correspond to enhanced three-body inelastic collision rate near the resonances.
mixture experiments by allowing precise experimental control over the interactions between bosonic and fermionic atoms.

The best fit between theoretical calculations (John Bohn) and the measured magnetic-field locations of our three observed Feshbach resonances yielded a more precise value of -281±15 a₀ for the triplet scattering length. This value is in good agreement with the result from our collisional relaxation measurement. The theoretical fit also suggested that another s-wave interspecies Feshbach resonance should be seen at a slightly lower magnetic field strength, near 450 Gauss. Recently we observed this fourth resonance.

Future work will explore these Feshbach resonances as a tool for controlling interactions in the Bose/Fermi mixture. It will also be interesting to look for the creation of heteronuclear Feshbach molecules near the resonances.
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PROGRAM SCOPE

The goal of this work is to study of the interaction of atoms and molecules with intense and very short (<20 femtosecond) laser pulses, with the purpose of developing new short-wavelength light sources, particularly at short wavelengths. We are also developing novel optical pulse shaping techniques to enable this work. There were five major highlights as a result of prior work –

• The first conclusive demonstration of very high-order harmonic generation from ions.
• Demonstration of a new mechanism for pulse compression at high intensities, that operates without the need for dispersion compensation.
• Demonstration of high harmonic emission from molecules, and UV pulse compression and phase matching of low-order harmonics from aligned molecules.
• Demonstration of the use of learning algorithms to understand and control electron dynamics on attosecond timescales.
• The first experimental demonstration of the use of quasi phase matching techniques for high-harmonic generation, resulting in the generation of coherent light in the “water window” region of the soft x-ray spectrum.

RECENT PROGRESS

In very recent work shown below, we observed high-harmonic (HHG) emission from molecules that are impulsively aligned using an ultrashort laser pulse. The alignment pulse creates a rotational wavepacket that subsequently evolves in time. The molecules periodically align (field-free) as the wavepacket evolves. We then probe the wavepacket by using a second more-intense laser pulse to generate high harmonics. HHG can be described by a “three-step model,” where the atom is first ionized in the optical field through tunnel ionization, followed by electron wavepacket propagation and recollision with the parent ion within a half-cycle of the driving optical field. In this picture, the energy of the high-harmonic emission can be directly related to the recolliding electron energy, and therefore to its de Broglie wavelength. Thus, observing high-harmonic radiation at any particular photon energy provides information on the recollision of an energy-selected, “monochromatic” low-energy electron. The wavelengths of the recolliding electrons-- ~0.1-1 nm for electrons in the energy range of 50-100 eV-- are well matched to interaction dimensions in molecules. By observing high-harmonic emission at varying times during the rotational revival, one can obtain the orientation dependence of HHG emission.

A number of recent experimental and theoretical studies have demonstrated that HHG can be enhanced by aligning the target molecules, and that structural information can be obtained from the spectral characteristics of the high-harmonic emission. It has been suggested by Paul Corkum and others that the electron recollision cross-section responsible for HHG relates directly to the projection of the valence orbitals with respect to the direction of propagation of the recolliding electron, making possible a new type of molecular tomography. Other studies have suggested that quantum interference effects can come into play when the wavelength of the recolliding electron is comparable to interatomic separations in the molecule. In particular, the symmetry, shape and relative orientation of the molecular orbital to the propagation direction of the
returning electron determine the probability of recombination. Thus, by monitoring the HHG yield as a function of the orientation of the molecule with respect to the propagation of the recolliding electron, which is parallel to the polarization of the optical electric field vector, one can map out the molecular orbital.

In initial studies in our lab, we studied the effect of field-free molecular alignment on high-harmonic generation (HHG) in O₂, CO₂ and other gases. Most importantly, these data include simultaneous detection over a broad range of harmonic orders, allowing for comparison of the relative enhancement (or suppression) of high harmonic emission with alignment, as a function of the energy of the recolliding electron. In these experiments, the molecules align parallel to the polarization ~100 fs after the pump pulse. The upper graphs in Figure 1 depict the normalized high harmonic signal, i.e. the ratio of the high harmonic signal with and without pump pulse, from CO₂ as a function of the time delay Δt for harmonic orders 21, 25, 29, 33 and 37. The high harmonic signal was obtained by integrating over the corresponding peak in the harmonic spectrum. At each time-delay step of 25 fs, the signal was accumulated over 10 s. The high harmonic signals are strongly modulated at the time delays corresponding to the \( \frac{3}{4} \), \( \frac{1}{2} \), \( \frac{1}{4} \) and full revival times (\( T_{\text{rot}} = 42.70 \) ps, \( B_\sigma = 0.3906 \) cm\(^{-1}\)). Between these time delays very small modulations are observable. We observe very different behavior in O₂ to CO₂.

Figure 2 plots the ratios of the integrated spectral lines from aligned and anti-aligned CO₂ molecules to the isotropically distributed samples, for harmonic orders 19 to 47 at three time-delays when the molecules are aligned, and also when they are anti-aligned. The observed modulations in enhancement as a function of harmonic order cannot be explain using simple models based on internuclear separation to calculate the expected quantum interferences, and do not agree with other published work. Therefore, we are working with more general theory in collaboration with Tamar Seideman to explain these results. In the future, we will expand on this work to study the dynamics of structural changes in molecules through monitoring the HHG yield from excited molecules.

**Figure 1:** Normalized high harmonic signal from rotational wavepackets excited in CO₂ as a function of time delay between the alignment pulse and the probe pulse that generates the harmonics. The signal from several harmonic orders between 21 and 37 is given.
FUTURE PLANS

During 2005-6, we plan further data analysis with the objective of evaluating HHG as a method for probing molecular dynamics. The goal is to develop a novel probe of molecular systems that combines atomic-scale spatial resolution with femtosecond time resolution. We are implementing a VUV generation setup to resonantly excite transitions in small molecules, to implement an “align-pump-probe” scheme.
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The project consists in investigating fundamental properties of low-dimensional superfluids (Bose-condensed alkali gases in strongly anisotropic traps, for example) and related systems within a wider scope of the DOE Nanoscale Science, Engineering, and Technology Initiative.

Recent Progress

During the period of September 2004 - September 2005 we have been working on several projects described below in some detail:

• E.B. Kolomeisky and M. Timmins, The Zel’dovich effect and evolution of atomic Rydberg spectra along the Periodic Table, Phys. Rev. A, to be published (2005), http://arxiv.org/abs/physics/0504154. In 1959 Ya. B. Zel’dovich predicted that the bound-state spectrum of the non-relativistic Coulomb problem distorted by a short-range potential undergoes a peculiar reconstruction whenever this potential alone supports a low-energy scattering resonance. However documented experimental evidence of this effect has been lacking. Previous theoretical studies of this phenomenon were confined to the regime where the range of the short-ranged potential is much smaller than Bohr’s radius of the Coulomb field. We went beyond this limitation by restricting ourselves to highly-excited s states. This allowed us to demonstrate that along the Periodic Table of elements the Zel’dovich effect manifests itself as systematic variations of the Rydberg spectra having their origin in the binding properties of the ionic core of the atom. Specifically we modeled the residual atomic ion by the Thomas-Fermi-Latter model and computed the corresponding systematic quantum defect $\mu$. After subtracting from the outcome the semiclassical background $\mu_{sc}$ we observed that the variation of the quantum defect which is due to the Zel'dovich effect, is nearly periodic function of the cubic root of the atomic number $Z^{1/3}$. In order to single out the Zel'dovich effect in experimental and numerical spectra we conducted Fourier analysis of the quantum defect variation

$$\delta \mu(Z^{1/3}) = \mu - \mu_{sc} = \sum_k \mu_k \exp(ikZ^{1/3})$$

(1)

The result for the magnitude of the Fourier coefficients $|\mu_k|$ as a function of $k$ is displayed in Fig. 1 as a series of solid dots which for convenience are connected by straight line segments. The finite values of $\mu_0$ correspond to the presence of nonzero background in experimental and numerical $\delta \mu(Z^{1/3})$ dependences and are of no interest.

For comparison in Fig. 1 we also show the Fourier spectrum of our systematic calculation which, as expected, has only one peak corresponding to the Zel’dovich effect.

Both the experimental and numerical spectra in Fig. 1 have peaks at the same value of $k \approx 11$ which we argue are the signatures of the Zel’dovich effect (a compilation of experimental data with pertinent references can be found in our paper; the numerical data are due to Manson (1969) and Fano, Theodosiou and Dehmer (1976)).

• Xiao Yang and Chetan Nayak, Ferromagnetism of Weakly-Interacting Electrons in Disordered Systems, submitted to Phys. Rev. B (2005), http://arxiv.org/abs/cond-mat/0501431. It was realized two decades ago that the two-dimensional diffusive Fermi liquid phase is unstable against arbitrarily weak electron-electron interactions. Recently, using the nonlinear sigma model developed by Finkelstein, several authors have shown that the instability leads to a ferromagnetic state. This paper considers diffusing electrons interacting through a ferromagnetic exchange interaction. Using the Hartree-Fock approximation to directly calculate the electron self-energy, it is found that the total energy is minimized by a finite ferromagnetic moment for arbitrarily weak interactions in two dimensions and for interaction strengths exceeding a critical
value proportional to the conductivity in three dimensions. The relation between these and previous results is discussed.

- E. B. Kolomeisky and M. Timmins, Quantum dissociation of an edge of a Luttinger liquid, submitted to Phys. Rev. Lett. (2005), http://arxiv.org/abs/cond-mat/0506375. In a Luttinger liquid phase of one-dimensional molecular matter the strength of zero-point motion can be characterized by the dimensionless De Boer’s number quantifying the interplay of quantum fluctuations and two-body interactions. Selecting the latter in the Morse form we show that dissociation of the Luttinger liquid is a process initiated at the system edge. The latter becomes unstable against quantum fluctuations at a value of De Boer’s number which is smaller than that of the bulk instability which parallels the classical phenomenon of surface melting.

Future Plans

The demonstration of the Zel’dovich effect in zero angular momentum Rydberg spectra required rather involved analysis which would be impossible to conduct without a guide coming from theoretical understanding of the problem. Therefore we generally plan to carry out calculations pertinent to the physics of the Zel’dovich effect for a series of experimental systems with the goal to compare experimental data with theoretical calculations.

- Spectral periodicity due to the effects of the shell structure. An inspection of Fig. 1 reveals that both experimental and numerical spectra have another peak in common located at $k \simeq 5.5$. This peak which is about twice as high as that due to the Zel’dovich effect is natural to relate to the effects of the shell structure. The existence of this peak translates into the $(2\pi/5.5)Z^{1/3} = 1.14Z^{1/3}$ periodicity of the quantum defect variation due to the effects of the shell structure. This conclusion resembles the $Z^{1/3}$ periodic oscillation of the ground-state energy of an atom away from the systematic trend first found by Englert and Schwinger (1985). The numerical difference between the Englert-Schwinger periodicity and our finding in Fig. 1 is within our uncertainty of the peak location. So one explanation might be that our result is a manifestation of the same effect for highly-excited states. We plan to conduct calculations necessary to bring understanding to this issue. It appears that the Englert-Schwinger calculation can be generalized to go beyond the ground-state properties.

- Zel’dovich effect in other Rydberg systems. Our analysis can be extended and adopted in several directions for a series of Rydberg systems:

First, there is an abundance of experimental and numerical data for atomic Rydberg states of finite angular momenta which are likely to contain signatures of the Zel’dovich effect. However, in the limit of a very short-ranged inner potential the way the effect manifests itself is somewhat different from its $s$ state
counterpart. This observation makes it pertinent to generalize our analysis to the case of finite angular momentum.

It has been known for some time that the Rydberg formula is superior to the Wannier (Bohr) formula quoted in old state textbooks in representing excitonic spectra in condensed matter systems. Experimental examples here include clean and doped rare-gas solids and rare-gas impurities in solid hydrogen. Although this is a context in which the Zel'dovich effect has been originally discovered, to the best of our knowledge there were no attempts to relate it to excitonic quantum defects. Because of the dielectric screening of the Coulomb interaction, the Zel'dovich effect in these systems is expected to be more pronounced than in atomic Rydberg spectra. Only minor changes to our analysis are needed to understand the excitonic Rydberg spectra.

Other examples of systems where the Zel'dovich effect should have experimental signatures include Rydberg ions and electronic image states Here the models of the inner potential will have to be reworked.

Finally we plan to generalize our results to the case of strong magnetic fields which would be pertinent to the properties of matter in the exterior of a neutron star.

• **Interplay between the Zel'dovich and Efimov effects in a three-boson problem.** The Efimov effect occurring in a system of three attractive bosons consists in the formation of arbitrarily large number of loosely bound three-body levels whenever two-body forces are resonant. Exactly at the two-body resonance the effect can be understood as due to the presence of an effective universal attraction decaying as an inverse square of distance. Sufficiently strong attraction of such form is known to lead to the phenomenon of “fall to the center” and the formation of infinitely large number of bound states.

At short distances, however, the infinite range inverse-square attraction gives its way to other forces whose nature depends on the details of direct interparticle interactions. Thus we have a problem where the Zel'dovich effect will take place, and we plan to study how the three-body spectrum evolves in response to changes of the short-range part of the potential. The results might have features in common with those found by Popov (1971) in his analysis of the Dirac equation for an electron in a field of the bare nucleus of charge Ze with Z > 137: here the phenomenon of fall to the center also played a crucial role.

• **Universality class of the Coulomb blockade problem.** The goal of this project is to understand how quantum fluctuations arising from the coupling of a quantum dot and a reservoir of electrons modify the classical picture of the Coulomb blockade. This is one of the outstanding problems of mesoscopic physics.

Quantum mechanical tunneling of charge between connecting leads and the dot has been argued to smear the Coulomb staircase even at zero temperature. Although originally treated perturbatively, the smearing finds its strongest support in a connection of the quantum dot problem to a highly anisotropic Kondo problem (Matveev, 1991). In the limit of low transparency, i.e. a small tunneling matrix element, and of large Coulomb repulsion, the charge dynamics on the dot can be approximated by that of a two-level system, with the levels corresponding to charge states of the dot differing by unit charge. Changing the charge on the dot then becomes akin to flipping an impurity spin-1/2. In Kondo language the net charge on the dot parallels the magnetization of the impurity spin while the deviation of the gate voltage from the half-integer value is akin to a Zeeman field applied to the Kondo spin. For a single-channel Kondo problem, the spin susceptibility is well-known to be finite at zero applied field. This correspondingly necessitates the smearings of any discrete charge jump with the variation of the gate voltage.

The connection to a Kondo problem applies in the weak-tunneling limit. The opposite high-transparency limit was treated by Matveev (1995). On the basis of this work it was possible to conjecture that the smeared Coulomb staircase of the weak-tunneling limit smoothly evolves as tunneling is increased into a strictly linear function of the gate voltage. These predictions found partial confirmation in experimental work. The agreement between theory and experiment was limited by finite temperature effects, with the temperature of the quantum dot being far in excess of the putative Kondo temperature.

In DOE supported work the role of quantum fluctuations was re-examined for a large quantum dot - the dot whose charging energy $e^2/(2C)$ is substantially larger than the distance between the energy levels on the dot. We demonstrated that as the strength of the tunneling is tuned, changing the dot from open to closed, a modified Coulomb staircase reappears under certain circumstances with non-zero tunneling. In particular we find that quantum fluctuations need not destroy the Coulomb blockade. We in part arrived at this general conclusion by relating the zero-temperature dynamics of interacting spinless electrons to the classical statistical mechanics of a one-dimensional Ising model with ferromagnetic interactions decaying as
the inverse-square of distance. Within the Ising universality class, we found that all experimental systems must be either of the Kondo subclass (to which the connection to the Kondo system applies) or of a novel tricritical type.

Analyzing the problem by the methods borrowed from classical statistical mechanics our work went beyond the existing treatments questioning universality of the connection to the Kondo problem. Specifically for non-interacting electrons our results are in variance with those based on the Kondo analogy. At the same time we could not state decisively that earlier results are incorrect as we used a variational analysis which is only as good as the ansatz for the wave function.

In this project we will re-examine the whole problem taking into account the electron spin. This is important because this is where the strongest argument in favor of the Kondo connection has been given: Matveev (1995) demonstrated exactly that in the limit of high transparency the capacitance of the dot has a logarithmic singularity whenever the average population of the dot is half-integer. The low-transparency treatment of this problem which used the analogy to the two-channel Kondo problem also found a logarithmic divergence which allowed Matveev to argue that the connection to the Kondo problem is universally applicable.

The logarithmic divergence of the high-transparency limit has its origin in the presence of a corresponding logarithmic term in the energy of the dot as a function of the gate voltage. In the theory of critical phenomena this is usually a sign of a marginal situation which we argue presently is due to the assumption of noninteracting electrons in the leads. If this is the case, for interacting electrons the logarithmic correction will be replaced by a power law thus having very little to do with the Kondo problem. We claim that this is what is going on, and intend to demonstrate it as follows:

A very similar situation occurs in the context of the Peierls instability (1955) where the electronic energy gain as a function of lattice distortion has a logarithmic correction. Using a renormalization-group method J. P. Straley and the PI (1996) demonstrated that for interacting electrons this correction is replaced by a power law. It appears that a similar treatment can be conducted for the quantum dot problem. If successful, it will allow us to make a reliable statement about the universality class of the Coulomb blockade problem.

The next step would be to analyze the problem again for arbitrary transparency using the variational method of our work, and assess its accuracy via comparison with high-transparency renormalization-group results.

DOE Sponsored Publications during 2002-2005

Program Title:
"Ion/Excited-Atom Collision Studies with a Rydberg Target and a CO2 Laser"

Principal Investigator: Stephen R. Lundeen,
Dept. of Physics
Colorado State University
Ft. Collins, CO 80523
Lundeen@Lamar.colostate.edu

Program Scope:
The program involves three projects, two involving the interaction of multiply-charged ion beams with a Rydberg target, and one involving multiply-excited Rb atoms in a MOTRIMS target.

1) Studies of the fine structure of high-L Rydberg ions, in order to extract measurements of polarizabilities and electric moments of their positive ion cores.

2) Studies of X-rays emitted from the highly-excited Rydberg ions formed in charge capture collisions by highly-charged ions on Rydberg atoms.

3) Stepwise excitation of a Rb MOT to high Rydberg states within a MOTRIMS apparatus in order to study the n-dependence of charge capture cross sections.

Recent Progress and Immediate Plans:

Project 1) The eventual goal of this project is to measure polarizabilities and electric moments of high ionization states of actinide ions using the RESIS/microwave technique. Ions like U$^{6+}$, U$^{4+}$ and Th$^{4+}$ often appear in actinide chemistry as nearly free ions, and measurement of the properties that control their long-range interactions, such as polarizabilities and electric moments, can provide new input to chemical models while also checking a-priori descriptions of these important ions. A renewal proposal, submitted this year, aims to achieve this, building on the progress already achieved demonstrating the use of the RESIS/microwave technique to measure properties of multiply-charged ions [1,2]. A review paper, submitted this year, discusses the previous work, both experimental and theoretical, which supports this application of Rydberg spectroscopy [3].

An important complement to the new studies of Rydberg ion fine structure[1,2] is the study of Rydberg fine structure in heavy neutral atoms. These studies promise to strengthen the theoretical foundation needed for the actinide ion studies. Over the past two years, we have extensively studied the fine structure in Rydberg states of the Barium atom [4,5], extending measurements to much higher L than studied previously [6]. This year, initial results of a RESIS/microwave study were reported [5] measuring 6 ≤ L ≤ 11 fine structure intervals in n=17 and n=20 of Barium. The scaled results of these measurements, illustrated in Fig. 1, result in an improved determination of the dipole and quadrupole polarizabilities of Ba+, which are expected to be related to the intercept and initial slope of the scaled plot. Table I summarizes the comparison with previous measurements and with theory [7]. Additional measurements, needed to complete this Barium study, are now in progress.
Fig. 1. Scaled plot showing measured fine structure intervals in $6 \leq L \leq 11$ Rydberg levels of $n=17$ and $n=20$ states of Barium (Red and Black points)[5], along with similarly scaled measurements of $L=6$ to $L=7$ intervals in $n=18-21$ (Blue points) [6]. The intercept and slope of this scaled plot are related to the dipole and quadrupole polarizabilities of Ba$^+$.  

Table I. Comparison of measured dipole and quadrupole polarizabilities of Ba$^+$ with previous measurements and with theory.

<table>
<thead>
<tr>
<th></th>
<th>$\alpha_d(a_0^3)$</th>
<th>$\alpha_Q(a_0^5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory[7]</td>
<td>124</td>
<td>4240</td>
</tr>
<tr>
<td>RESIS/microwave[5]</td>
<td>124.01(5)</td>
<td>3712(232)</td>
</tr>
<tr>
<td>RESIS/optical[4]</td>
<td>124.30(16)</td>
<td>2462(361)</td>
</tr>
<tr>
<td>Previous Expt.[6]</td>
<td>125.5(1.0)</td>
<td>2050(100)</td>
</tr>
</tbody>
</table>

Project 2) This project has studied the effect of small electric fields on the X-rays emitted after charge capture by highly charged bare and hydrogenic ions from Rydberg atoms. Because the products of such charge transfer are very high Rydberg states of hydrogenic and helium-like ions, the spectrum of x-rays they emit and the rate at which they emit them may be altered by small electric fields, $\leq 10$V/cm, which are nevertheless large enough to Stark-mix the emitting Rydberg manifold. Our measurements confirmed
the details of this process [8]. Often the X-ray emission rate from such states is modeled as either 1) free radiative decay or 2) collisionally mixed decay. In 2), it is assumed that collisional mixing is rapid enough to maintain a fully statistical distribution of states throughout the emission process. Our results point to a third regime, 3) Stark-mixed decay, which obtains in modest external electric fields if collisional mixing is weak. In this case, the rate and spectral distribution of X-ray emission depends on the m-distribution of the Rydberg population with respect to the electric field and can be substantially different from free radiative decay.

**Project 3)** Our interest in applying the MOTRIMS technique to study of ion-Rydberg collisions stems from the unique ability of the MOTRIMS to measure relative cross sections of capture from different n-levels without needing to establish the relative target thickness of each n[8]. As of this date, we have not yet excited Rydberg levels within the MOTRIMS apparatus, but we expect to do so in late summer, 2005. We have excited 4D_{5/2} levels in the Rb MOT and measured the relative capture cross section of 5S, 5P, and 4D levels, a necessary preliminary step to measuring the capture cross section from Rydberg levels [9].

**References**
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Publications appearing or accepted during this grant period:


Program Scope

The goal of this research program is to provide a theoretical adjunct to, and collaboration with, the various atomic and molecular experimental programs that employ third generation light sources, particularly ALS and APS. Calculations are performed employing cutting-edge methodologies with two major aims in mind: providing deeper insight into the physics of the experimental results; and providing guidance for future experimental investigations. The general areas of programmatic focus are: manifestations of nondipole effects in atomic and molecular photoionization; photodetachment of inner and outer shells of negative ions; photoionization of positive ions in ground and excited states; and many-body effects in high-energy photoionization.

Recent Progress

1. Nondipole Effects in Atoms

Up until relatively recently, the conventional wisdom was that nondipole effects in photoionization were of importance only at photon energies of tens of keV or higher, despite indications to the contrary 35 years ago [1]. The last decade has seen an upsurge in experimental and theoretical results [2] showing that nondipole effects in photoelectron angular distributions could be important down to hundreds [3] and even tens [4] of eV. Our recent work has been involved in trying to delineate situations where the nondipole effects are competitive with the dipole effects at low energy. One such situation has been found in the 3p photoionization of atomic Ca, along with Ca\(^+\) and Ca\(^++\) [5]. In the neighborhood of photon energy of 53 eV is the 3s→3d quadrupole resonance. This resonance shows up very strongly, enhancing the nondipole photoelectron angular distribution parameter \(\gamma\) in the 3p channel by more than an order of magnitude to a value of about 1.2, making the nondipole contribution quite competitive with the dipole in this energy region. It is to be emphasized that the relative strength of the nondipole contribution is not due to a weakening of the dipole amplitude (such as in the vicinity of a Cooper minimum), but rather to the strength of the quadrupole resonance itself. Furthermore, significant nondipole effects mean that significant momentum is transferred to the atom from the photon; this results in a net velocity of the photoelectrons in the direction of the incident photons producing a current known as the “drag current” [6]. Both the nondipole photoionization parameters and the drag current predicted appear to be excellent cases for experimental studies.

2. Photodetachment of the C\(^-\) Negative Ion

Negative ion photodetachment serves as a “laboratory” for the study of electron-electron correlation since many-electron interactions generally dominate both the structure and dynamics of negative ions. In connection with our recent studies of inner-shell photoabsorption by He\(^-\) [7,8] and Li\(^-\) [9,10], the R-Matrix code was enhanced to deal with photodetachment—particularly the final-state wave function which was beyond
the then-extant R-Matrix code. Using this experience we have moved on to the C\(^-\) ion which is of interest for a number of reasons: there was significant theoretical disagreement for the photodetachment cross section of the ground state of C\(^-\); C\(^-\) is one of the few negative ions to have a bound excited state; and there is experimental data on the cross section for K-shell photodetachment of C\(^-\). Previously, we have looked at the valence photodetachment of the ground 4S state [11]. More recently, the photodetachment of the excited 2D state was considered [12]. In this calculation, which agrees well with experiment for both \(\sigma\) and \(\beta\) (unfortunately only at a single energy) a more limited previous R-Matrix calculation is corrected and the disagreements are reconciled. In addition, many examples of the Auger decay of shape resonances are found, and a detailed exposition of the photodetachment process leading to the lowest 13 states of neutral C is presented.

3. Photoionization of Positive Ions of Be Isoelectronic Sequence

Experimental studies of the photoionization of positive ions have seen a recent upsurge owing to the availability of facilities such as ALS and APS [13]. The Be isoelectronic sequence offers an attractive area of theoretical investigation for a number of reasons: the ions are four-electron systems so the possibility exists of treating them with high accuracy; the four-electron system is quite stable and, therefore, they are ubiquitous in many laboratory and astrophysical plasmas; and there have been recent experimental investigations of several members of the sequence. Employing the eigenchannel R-Matrix methodology [14] that we previously used to study the photoionization of neutral Be in its ground [15] and excited [16] states, and ground-state B\(^+\) [17], our program to study the photoionization of the ions of Be sequence has been continued. Both excited-state B\(^+\) [18] and ground-state C\(^+2\) [19] have been completed. Of particular interest in these investigations is that the resonance series converging to the various states of the residual ion overlap more and more, with increasing Z, leading to very strongly perturbed resonance series and almost chaotic-looking behavior. Despite the complexity, however, for each resonance we have been able to provide its identification, the resonance energy and the resonance width. Experimental cross sections have been measured in the region below the 2p thresholds for B\(^+\) [20] and C\(^+2\) [21], and we find excellent agreement with the experimental results.

4. Many-Body Effects in High-Energy Dipole Photoionization

The asymptotic high-energy form of the dipole photoionization cross section is a classic problem in atomic physics that was thought to have been solved years ago [22,23]. Recent work has shown that electron-electron correlation, in the form of interchannel coupling, changes the asymptotic for non-s initial states [24]. We have recently investigated further and surprising new results were found as a consequence of the inclusion of initial-state configuration interaction [25]: The asymptotic form for almost all non-s subshells, of all atoms becomes E\(^{-7/2}\) just like s-subshells; and the dominant transition at high energy is photoionization plus excitation, a two-electron satellite transition. This has important implications for double photoionization out of non-s subshells where the ratio of double to single ionization might not approach an asymptotic limit.
**Future Plans**

Fundamentally our future plans are to continue on the paths set out above. In the area of nondipole effects $\text{Xe } 5p$ will be investigated to try to unravel the difficulties in two experimental results that disagree quantitatively. In addition, the search for cases where nondipole effects are likely to be significant, as a guide for experiment, will continue. The study of the photodetachment of $\text{C}^-$ shall move on to the photoabsorption in the vicinity of the K-shell edge of both the ground $^4S$ and exited $^2D$ states in order to understand how the slight excitation of the outer shell affects the inner-shell photoabsorption and to pave the way for experiment. Finally, the study of the photoionization of the Be sequence shall continue with consideration of the first two excited states of $\text{C}^{+2}$ and the ground and excited states of $\text{N}^{+3}$ and $\text{O}^{+4}$.

**Publications Citing DOE Support Since September, 2003**


"Photoionization of the Ground-State Be-Like C$^{+2}$ Ion Leading to the n=2 and n=3 States
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PROGRESS REPORT
ELECTRON-DRIVEN PROCESSES IN POLYATOMIC MOLECULES
Investigator: Vincent McKoy
A. A. Noyes Laboratory of Chemical Physics
California Institute of Technology
Pasadena, California 91125
email: mckoy@caltech.edu

PROJECT DESCRIPTION

The focus of this project is the application and development of accurate, scalable methods for the computational study of low-energy electron–molecule collisions, with emphasis on larger polyatomics relevant to materials-processing and biological systems. Because the calculations required are highly numerically intensive, efficient use of large-scale parallel computers is essential, and the computer codes developed for the project are designed to run both on tightly-coupled parallel supercomputers and on workstation clusters.

HIGHLIGHTS

We have continued to focus on electron interactions with larger polyatomic molecules, especially those relevant to biological systems and to technological applications. Principal accomplishments in the past year are:

- Completed study of C\textsubscript{60} elastic scattering
- Completed re-examination of C\textsubscript{2}F\textsubscript{4} elastic scattering
- Joint experimental/theoretical study of C\textsubscript{2}F\textsubscript{6} electron-impact dissociation
- New approach to polarization devised and tested successfully on C\textsubscript{2}H\textsubscript{4}
- Elastic scattering calculations for nucleotide bases, deoxyribose, and thymidine
- Electron-impact excitation calculations on uracil
- Continued development of computational methods

ACCOMPLISHMENTS

During 2005, we continued to focus on applications to biological systems and on methodological developments in support of those applications. In one line of work, a graduate student, Sergio Sanchez, carried out studies of elastic scattering by the DNA constituents thymine and deoxyribose as well as by thymidine, which is the combination of thymine plus deoxyribose. These calculations are an initial step in determining how gas-phase electron collision results for subunits such as thymine will correlate with properties of the full macromolecular system. In particular, we are interested in how results from high-level calculations on small subsystems may be extrapolated using guidance from lower-level calculations. Accordingly, calculations on thymine and deoxyribose have been carried out at both the static–exchange level and static–exchange plus polarization levels of approximation, while calculations on thymidine were carried out at the static–exchange level. Further calculations and analysis of the results are continuing.

We also continued calculations on uracil, a constituent base of RNA. Early in the year we concluded that a more extensive treatment of polarization than originally planned would be
necessary, and we have been making methodological improvements to facilitate such a treatment. Specifically, we developed new code for the final phase of the calculation, which involves the solution of a system of linear equations. The new code replaces a system of $N$ equations with complex coefficients by a system of $N$ equations with real coefficients, plus a small auxiliary problem. The new code requires a factor of 2 less memory, runs faster, and can be executed in parallel, all of which facilitate solving larger systems.

A second methodological development involves a new approach to building a “particle orbital” space that represents non-resonant polarization effects efficiently and thereby improves the scaling of the calculation. In the past, we have used the “polarized orbital” approach [1], which can be quite successful but which has two drawbacks: it is based on the long-range form of the polarization interaction, and so does not necessarily represent short-range interactions well, and it generates exactly 3 particle orbitals per hole orbital, with no obvious way to extend the particle space should those prove insufficient. We devised a very simple and readily extensible alternative using so-called modified virtual orbitals [2] and tested it successfully on ethylene, C$_2$H$_4$ [3]. Using this particle space, we resolved a long-standing problem by obtaining a minimum observed in the small-angle differential cross section between about 3 and 5 eV that previous high-level calculations had failed to reproduce (Fig. 1).

![Fig. 1](image_url) Elastic electron scattering by C$_2$H$_4$ at various collision energies. The solid red line is the present computed result; the blue and green circles are measured values. Figure taken from Ref. [3].
We are in the process of applying both of the above developments to elastic scattering by uracil. It appears that more extensive basis sets than we heretofore expected will also be required to obtain well-converged, numerically stable results, and calculations using such extended bases are under way. We have also carried out preliminary electron–impact excitation calculations on uracil and plan several further excitation calculations that will encompass both $\pi \rightarrow \pi$ and $\pi \rightarrow \sigma$ transitions.

Other work completed during the year included a study of elastic electron scattering by gas-phase $C_{60}$ [4] at the static–exchange level, in which we focused on analysis of the resonance structure in comparison with experimental results, previous calculations, and the predictions of a simple model. We also submitted for publication a joint experimental-theoretical paper [5] on electron-impact dissociation of the plasma etchant $C_2F_6$, in which we found that our computed cross section, obtained by summing the excitation cross sections for eight low-lying, dissociative states, gave a reasonably good approximation to the neutral-dissociation cross section derived from experiment (Fig. 2). Our re-examination of the elastic cross section for another etchant, $C_2F_4$, appeared during 2005 as well [6]. In that work, we conclude that there is no obvious source of computational error that can explain the large discrepancy between the experimental elastic cross section [7] and our calculations at high collision energies, and we note that the experimental values are also inconsistent with the reported total collision cross section [8]. Conversations with Profs. Buckman and Tanaka at the recent International Symposium on Electron–Molecule Collisions and Swarms indicate that both intend to re-examine this system.

![Fig. 2](image-url)  

**Fig. 2** Experimentally-derived neutral dissociation cross section for $C_2F_6$ compared to prediction obtained by summing eight computed dissociative-excitation cross sections, from Ref. [5].
PLANS FOR COMING YEAR

We plan to continue work on the DNA and RNA bases as well as on larger subunits such as thymidine or sugar-phosphate moieties. While continuing to work on elastic scattering, we will be increasingly focused on electron-impact excitation, where collision calculations and complementary electronic structure calculations may provide information on neutral dissociation processes that is very hard to obtain from experiment. Code development efforts will be concentrated on modifications to improve the scaling and remove bottlenecks, with a view to facilitating accurate calculations on larger molecules. In particular, we plan to implement a new, parallelized integral transformation procedure in the early stage of the calculation and a new linear solver that distributes not only the computation but also the data structures over multiple processors.
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Program Scope

We develop methodologies for calculating Regge pole trajectories and residues for both singular and nonsingular potentials, important in heavy particle collisions, chemical reactions and atom-diatom systems. Methods are developed for calculating the GOS, useful in probing the intricate nature of the valence- and open-shell as well as inner-shell electron transitions. Standard codes are used to generate sophisticated wave functions for investigating CI mixing and relativistic effects in atomic ions. The wave functions are utilized in exploring correlation effects in dipole and non-dipole photoionization studies.

A. Complex Angular Momentum Methods for Regge-Poles Calculation

Recently, the complex angular momentum (CAM) theory for integral cross sections has been introduced and used to demonstrate the oscillations, a general feature of potential scattering, in the integral elastic scattering cross sections for proton impact on atomic hydrogen [1]. Thylwe [2] has developed a useful method for discontinuous scattering potentials, particularly for analysis of Regge-poles far out in the CAM plane. The method avoids the details of Stokes’ and anti-Stokes’ lines, a drawback of the semi-classical methods. The Padé-Regge approach has been illustrated with several one-particle potential problems [3]. We continue to develop methods that avoid the explicit use of Stokes’ and anti-Stokes’ lines [4].

We have also considered the Regge pole trajectories corresponding to the Thomas-Fermi potential [5], following essentially the method of Ref. [5]. We found that the anti-Stokes lines for Thomas-Fermi type potentials have a more complicated structure than those for singular potentials and require careful application of complex analysis. For large energies three of the five turning points are close to the poles of the effective potential, thus allowing the decomposition into a series the action integral (Bohr-Sommerfeld quantization condition). We exploit the topology of the anti-Stokes’ lines to determine the region of applicability of the semi-classical methods.

B.1 Generalized Oscillator Strengths for 3d Electrons of Cs and Ba

We have investigated for the first time ever the use of the leveraging effect of the spin-orbit interaction to probe correlation effects in the generalized oscillator strength (GOS) of the 3d subshells of Cs and Ba, viz. we study how the GOS’s of the Cs and Ba 3d\textsubscript{5}/2 and 3d\textsubscript{3}/2 levels are affected by the intradoublet correlations [6]. We expect new features to appear as has been found elsewhere [7]. The calculations are carried out using the Hartree-Fock (HF) approximation and within the framework of a modified version of the Spin-Polarized Random Phase Approximation within Exchange (SPRPAE) which takes into account of multi-electron
correlation effects. The effects of relaxation of the excited electrons due to the creation of the 3d-vacancy are also accounted for.

Our GOS results for both Cs and Ba, obtained for values of the momentum transfer $q$ from 0 to 4 $a.u.$ and energy transfer $\omega = 0.001$ to 8 Ry, demonstrate the “leveraging” role of the spin-orbit interaction, viz. the strong interaction between components of the spin-orbit doublet of the 3d electrons in Cs and Ba. This leads to the appearance of an additional maximum in the GOS for the 3d$_{5/2}$ subshell, due to the action of the 3d$_{3/2}$ electrons. The inter-doublet correlations are very important in the dipole, monopole and quadrupole transitions.

B.2 Generalized Oscillator Strengths of Atomic Transitions and the Approach to the High-Energy Limit

Minima in the GOS and the convergence of the GOS to the first Born Approximation (FBA) limit for the Ba 6s $^1$S $\rightarrow$ 6p $^1$P optically allowed transition have been investigated [8]. The RPAE, which takes into account of correlation effects among the atomic electrons themselves, and the convergent close-coupling (CCC) approximation are used for the calculations. We find that: 1) The GOS as a function of the momentum transfer squared $q^2$ is characterized by a complex structure of multiple minima, significantly different in the two approximations and approaches the high-energy FBA limit only at small $q^2$ values (less than about 0.5 a.u.). 2) The number of minima calculated in the CCC approximation increases with increase in energy, but does not correspond to the number obtained in the FBA, even at high energy $\sim$ 1 keV. The CCC and FBA first minima are in general not directly related. Only the FBA minima correspond to physical observables at these energies. 3) At high energy the interaction between the incident electron and the target remains significant, resulting in slowing down the convergence of the CCC GOS to the corresponding nonrelativistic FBA results.

B.3 Generalized Oscillator Strengths for Inner-Shell Electron Transitions

A second-quantization formalism has been used to obtain a general expression for the GOS for inner-shell electron transitions between two open shells of any atom [9]. The derived formula together with the spin polarized technique of the RPAE are then employed to investigate correlation effects in the GOS for the Na 2p$^6$3s$^2$(2S) $\rightarrow$ 2p$^5$3s$^2$(2P) transition. Results are compared with the measured ones [10]. The present formula has also been used with Hatree-Fock wave functions to calculate the GOS’s for the carbon 2s$^2$2p$^2$(3P) $\rightarrow$ 2s2p$^3$(3P) and 2s$^2$2p$^2$(3P) $\rightarrow$ 2s2p$^3$(3D) transitions. The calculated multiplet oscillator strengths for the two transitions have been compared with the experimental values.

B.4 Giant Resonances in Xe$^+$, I and I$^+$

We have utilized the recently developed RPAE method [9], which can be used to study the inner-shell electron transition of an open shell atom, to calculate the photoionization cross section of the Xe$^+$ 4d - $\epsilon_f$, so called giant resonance. We first create the ground state of Xe$^+$ 4d$^{10}$5s$^2$5p$^2$(3P) and core wave functions of 4d$^9$5s$^2$5p$^3$(1P, 1D, 1F, 3P, 3D, 3F) through self-consistent HF calculations. Then radial functions of the continuum electron are obtained by solving the linear HF equations without self-consistency using those core wave functions. The reduced dipole matrix elements for the relevant transitions are evaluated using the operator [11]. After evaluating the Coulomb matrix elements, the RPAE equation was solved in the same way as in [12] and we obtained the $^2$S, $^2$P, and $^2$D partial cross sections. The maximum of the total
cross section, 24.4 MB at the photon energy of 96.3 eV from our RPAE calculation agrees very well with the experimental maximum of (27±3) MB at the photon energy of 95eV [13].

The 4d giant resonances of I and I⁺ have been calculated using our recently developed RPAE program [9]. The results for I⁺ agree quite well with the recent experimental data [14]. However, for the I atom the RPAE results for the 4d giant resonance yields maxima at 102 eV of 23.8 MB (length) and 19.6 MB (velocity), which are still much higher than the experimental maximum of 6.5 MB at 91 eV [15].

C. Probing Correlations through Spin-Orbit Interaction

Recently, a new aspect of interchannel coupling has been found [7], known as spin-orbit activated interchannel coupling, stimulated by an experimental study on photoionization of Xe in the vicinity of the 3d threshold [16]. This effect results only through the spin-orbit splitting of inner-shell thresholds. Effects of spin-orbit activated interchannel coupling on dipole [17] and nondipole [18] photoelectron angular distribution asymmetry parameters have been discussed, including the spin-polarization of photoelectrons from 3d electrons of Xe, Cs and Ba, concluding that through spin-orbit interaction polarization can be achieved and correlation probed.

D. Dramatic Distortion of the 4d Giant Resonance by the C₆₀ Fullerene Shell

The recent encapsulation of molecular hydrogen in fullerene C₆₀ using a molecular surgical method and the possibility of preparing a series of C₆₀ fullereness, encapsulating either small atoms or molecules [19], has prompted this study. The photoionization cross section for the endohedral Xe@C₆₀ atom is investigated [20] within the framework of representing the C₆₀ by a delta-type potential. Results demonstrate that in Xe@C₆₀, the 4d giant resonance is distorted significantly when compared with that of the isolated Xe atom. The reflection of the photoelectron waves by the C₆₀ causes strong oscillations in the photoionization cross section resulting in the replacement of the Xe 4d giant resonance by four prominent peaks. The approximation of C₆₀ by an infinitely thin real potential preserves reasonably well the sum rule for the 4d electrons but modifies the dipole polarizability of the 4d shell.

Continuing Investigations

We have now forged collaborations with the Oakridge/University of Tennessee group under Dr. Macek and the Queen’s University of Belfast group of Dr. Sokolovski on the development and application of the CAM theory, particularly in chemical reactions and heavy particle collisions. Other research activities continue, such as GOS investigations and inner-shell studies as well as probing correlations.

References and Some Publications 2003 – 2005

Single Molecule Absorption and Fluorescence in Inhomogeneous Environments

Lukas Novotny (novotny@optics.rochester.edu)
University of Rochester, The Institute of Optics, Rochester, NY, 14627.

1 Program Scope

This project aims at understanding the excitation and emission process of a single molecule near laser-irradiated nanostructures. In the weak-coupling regime, the interaction with the environment influences the molecule’s fluorescence rate and its excited-state lifetime. Our goal is to control these interactions using carefully designed metal nanostructures that can be positioned relative to a single molecule by means of piezoceramic transducers. This mechanical control will allow us to understand and control the competition between fluorescence enhancement and nonradiative decay. It also gives us the opportunity to observe and study new selection rules originating from the highly confined interaction.

2 Recent Progress

In the past project period we set up two different, but related experiments. In one of them we are working towards positioning a single gold nanoparticle near a single fluorescent molecule. The fluorescence lifetime and the fluorescence rate will be monitored as a function of molecule-particle distance as well as nanoparticle size and shape. In the second experiment we irradiate a sharply pointed gold tip with femtosecond laser pulses to locally generate various nonlinear signals such as second-harmonic generation, sum-frequency generation or four-wave mixing. The nonlinear signal is then used as a secondary light source for the interaction with an absorbing sample. We study the extinct radiation as a function of frequency and sample position. The goal is to acquire absorption spectra of larger molecules such as single proteins or semiconductor nanostructures. In this report we will predominantly concentrate on the first project, i.e. the control of fluorescence rate and lifetime using a metal nanoparticle.

Since the pioneering work of Purcell it is known that the lifetime of an excited atomic state is not only a function of the atom but also of its environment. One can design environments (at least theoretically) where the density of states goes to zero forcing the atom to reside in its excited state forever. Different theoretical models have been developed to understand fluorescent decay near metal nanostructures but experimental results are not always consistent. Based on Fermi’s Golden Rule, the spontaneous decay rate of a molecule located at \( \mathbf{r}_m \) with transition dipole \( \mathbf{p} \) pointing in direction \( \mathbf{n}_p \) can be expressed as (SI units)

\[
\gamma = \frac{2\omega_o}{3\hbar\varepsilon_o} |\mathbf{p}|^2 \rho_\mu(\mathbf{r}_m, \omega_o),
\]

where \( \omega_o \) is the transition frequency and \( \rho_\mu \) the electromagnetic density of states. The latter can be expressed in terms of the system’s dyadic Green’s function \( \mathbf{G} \)

\[
\rho_\mu(\mathbf{r}_m, \omega_o) = \frac{6\omega_o}{\pi c^2} \left[ \mathbf{n}_p \cdot \text{Im} \{ \mathbf{G}(\mathbf{r}_m, \mathbf{r}_m; \omega_o) \} \cdot \mathbf{n}_p \right].
\]

Unfortunately, calculating the fluorescence rate is not such an easy task as calculating \( \gamma \). The problem is related to the fact that not all transitions produce a photon that can be recorded with a detector. In other words, a molecule located near a metal structure (such as a particle) will relax to its ground-state through radiative decay (\( \gamma_r \)) and nonradiative decay (\( \gamma_{nr} \)). Both decay rates can be significantly increased over the free-space decay rate \( \gamma_o \). However, as long as \( \gamma_{nr} \) is much larger than \( \gamma_r \) there will be no observable fluorescence. \( \gamma_{nr} \) accounts for energy transfer to electrons, and ultimately phonons, in the metal nanostructure (dissipation to heat). The emitted fluorescence rate (below saturation) can be written as

\[
\gamma_{em}(\omega_o) = \gamma_{exc} \left[ 1 - \gamma_{nr}/\gamma \right]
\]
where $\gamma_{\text{exc}} \propto |p \cdot E|^2$ is the excitation rate depending on the local (enhanced) field $E$. The expression in the brackets corresponds to the so-called apparent quantum yield $q_a = \gamma_r / \gamma$. The individual rates $\gamma_i$ depend on the shape, material, molecular orientation and distance from the metal nanostructure.

To understand the trade-off between fluorescence enhancement and quenching let us consider an emitting molecule represented by a dipole $p$ and located at $r_m$. Following Fig. 1b, we represent the nanostructure by a spheroid with center at $r_o$. The field at an arbitrary point $r$ is then described by the following Green’s function

$$\vec{G}(r, r_m) = \vec{G}^0(r, r_m) + \frac{k^2}{\varepsilon_o} \vec{\alpha}^{\text{eff}} \vec{G}^0(r_o, r_m),$$

where $k = \omega_o/c$ and $\vec{G}$ is the free-space Green’s dyadic. The effective polarizability $\vec{\alpha}_{\text{eff}}$ is defined as

$$\vec{\alpha}_{\text{eff}} = \vec{\alpha}(\omega) \left[ I - i \frac{k^3}{6\pi \varepsilon_o} \vec{\alpha}(\omega) \right]^{-1}$$

Here, the polarizability $\vec{\alpha}$ is simply the quasi-static polarizability tensor of the spheroid. The second term in the expression of $\vec{\alpha}_{\text{eff}}$ arises from radiation reaction, i.e. the action of the particle on itself. Notice that $\vec{G}$ and $\vec{\alpha}_{\text{eff}}$ are to be evaluated at the transition frequency $\omega_o$. Introducing Eqs. 4 and 5 into Eq. 2 allows us to represent the decay rate as

$$\gamma / \gamma_o = 1 + \frac{6\pi k}{\varepsilon_o} \left[ p \cdot \text{Im} \left\{ \vec{G}^0(r_m, r_o) \vec{\alpha}_{\text{eff}} \vec{G}^0(r_o, r_m) \right\} \cdot n_p \right],$$

where $\gamma_o$ is the decay rate in free-space, i.e. in the absence of the nanostructure. Using the expression for the free-space Green’s dyadic we can calculate the decay rate as a function of molecule position and orientation relative to the coordinates of the nanostructure.

To determine the emitted fluorescence rate we also need to calculate the non-radiative decay rate. This can be accomplished by evaluating the rate of energy dissipation in the metal nanostructure. Although it is possible to account for radiation reaction it turns out that $P_{\text{abs}}$ is not significantly affected by the self-field and, according to Poynting’s theorem, we can express the absorbed power as

$$P_{\text{abs}} = \frac{\omega_o}{2} \text{Im} \{ p_{\text{particle}} \cdot E_m^* \} = \frac{\omega_o}{2} \text{Im} \left\{ \left[ \vec{\alpha} E_m \right] \cdot E_m^* \right\},$$

where $p_{\text{particle}}$ is the induced dipole in the nanostructure (at $r_o$) and $E_m$ is the external field emitted by the molecule at $r_m$ (c.f. Fig. 1). Expressing $E_m$ in terms of the free-space Green’s dyadic and making use

![Figure 1: (a) SEM image of a 80nm Au particle trapped at the end of a pulled glass capillary. (b) Coordinates used for the theoretical model.](image-url)
of energy conservation allows us to express the non-radiative decay rate as
\[
\frac{\gamma_{nr}}{\gamma_o} = \frac{P_{abs}}{P_o} = \frac{6\pi k}{\varepsilon_o} \text{Im}\left\{ \left[ \frac{e^i\alpha}{\varepsilon_o} \mathbf{G} (\mathbf{r}_o, \mathbf{r}_m) \mathbf{n}_p \right] \cdot \left[ \frac{e^i\alpha}{\varepsilon_o} \mathbf{G} (\mathbf{r}_o, \mathbf{r}_m) \mathbf{n}_p \right]^* \right\}.
\] (8)

Here, \(P_o\) is the power radiated by a dipole in free-space. Eq. 8 and Eq. 6 allow us to calculate both the total decay rate and the non-radiative decay rate in presence of the metal tip. The radiative decay rate is simply the difference between the two.

To determine the fluorescence rate expressed in Eq. (3) we also need to calculate the excitation rate \(\gamma_{exc}\) and hence the local field \(\mathbf{E}\) at the position of the molecule \((\mathbf{r}_m)\) generated by the incident field \(\mathbf{E}_o\). This field is determined by the induced dipole \(\mathbf{p}_{\text{particle}}\) according to
\[
\mathbf{E}(\mathbf{r}_m) = \mathbf{E}_o(\mathbf{r}_m) + \frac{k^2}{\varepsilon_o} \mathbf{G} (\mathbf{r}_m, \mathbf{r}_o) \mathbf{p}_{\text{particle}} = \left[ \mathbf{I} + \frac{k^2}{\varepsilon_o} \mathbf{G} (\mathbf{r}_m, \mathbf{r}_o) \mathbf{\alpha}_{\text{eff}} \right] \mathbf{E}_o(\mathbf{r}_m).
\] (9)

The excitation rate is now determined by \(\gamma_{exc} \propto |\mathbf{p} \cdot \mathbf{E}(\mathbf{r}_m)|^2\), with \(\mathbf{p}\) being the molecule’s dipole moment.

We have evaluated the decay rates and the fluorescence rate for gold particles with different diameters and for ellipsoidal particles with different aspect ratios. The results have been compared with numerical calculations based on the multiple multipole (MMP) method. For small particles, the dipole model is in satisfactory agreement with the numerical results with the exception of the fluorescence rate at small molecule-particle separations. As an example, Fig. 2a shows the numerically computed decay rates for a molecule with its transition dipole oriented in direction of a spherical gold particle with a diameter of 100nm. The molecule emits at \(\lambda = 650\)nm and its distance from the particle surface is denoted by \(z\). We find that all rates (total, non-radiative, and radiative) increase as the molecule comes closer to the particle surface. The same trend is found for the excitation rate.

Fig. 2b shows, for different particle diameters, the fluorescence rate as a function of molecule-particle separation \((z)\). It is evident that a much higher fluorescence enhancement is observed for large particle diameters. This finding is consistent with the known result that the ratio of the cross-sections of scattering and absorption increases with particle size. The curves in Fig. 2b also show that the fluorescence rate decreases for small distances \(z\), a phenomenon referred to as fluorescence quenching. Interestingly, the dipole model developed above does not reproduce this quenching phenomenon. In fact, fluorescence quenching is sensitively dependent on the quantum yield \(q_a = \gamma_r/\gamma\) and a rigorous calculation is needed to achieve sufficient accuracy for the ratio of the two rates involved.

Figure 2: (A) Normalized spontaneous decay rates of a molecule placed at a distance \(z\) from the surface of a gold nanoparticle. The transition wavelength is \(\lambda = 650\)nm. The figure shows the total decay rate (blue-solid), the non-radiative decay rate (red-dashed), and the radiative decay rate (black-dotted). (B) Fluorescence enhancement as a function of molecule-particle separation for gold particles with three different diameters.
Prolate spheroidal particles yield fluorescence rates that are much larger than those calculated for spherical particles. We are therefore in the process of developing an experimental strategy for the controlled attachment of ellipsoidal particles to the end of pointed probes. So far, we were successful with spherical particles as shown in Fig. 1a.

3 Future Plans

We are working on an experiment to prove the here outlined theory. Our goal is to understand and control the different parameters involved in fluorescence enhancement. This understanding will help us to develop novel spectroscopic tools providing ultrahigh spatial resolution. We will first use gold particles with different diameters to test the theoretical predictions and then develop strategies for the attachment of ellipsoidal particles. Our theoretical studies predict fluorescence enhancements as large as 20. In a parallel effort we are investigating the possibility of performing absorption spectroscopy on a single molecule. Using the highly localized emission from a metal tip combined with nonlinear optical techniques our preliminary results demonstrate sufficient signal-to-noise to detect a single protein molecule.
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Program Scope

This program uses modern \textit{ab initio} techniques, both for the electron scattering and the subsequent nuclear dynamics studies, to study collisions of electrons. Specifically, this program addresses vibrational excitation, dissociative attachment, and dissociative recombination problems in which a full multi-dimensional treatment of the nuclear dynamics is essential and where non-adiabatic effects are expected to be important.

Recent Progress

We have carried out a number of calculations studying low-energy electron scattering from polyatomic systems, and vibrational excitation and dissociative attachment in a diatomic system. Much of this work has been done in collaboration with the AMO theory group at Lawrence Berkeley Laboratory headed by T. N. Rescigno and C. W. McCurdy. As a result of this collaboration, one of my students has begun work on experiments with the AMO experimental group headed by A. Belcamen. He will carry out experiments on dissociative attachment of NO, while we carry out the calculations to support this work.

Non-local effects in the vibrational excitation of NO by low-energy electrons

Previously we have carried out calculations on low-energy collisions of electron with NO using the local approximation for the interaction potential (see Publication 2). In order to derive this approximation the assumption is made that the anion can autoionize into all vibrational states of the neutral, that is, that the sum of open vibrational states is complete. This is not true in the NO system. We have removed this approximation, using a non-local energy dependent potential that correctly accounts for the autoionization loss. We have computed elastic and vibrationally inelastic cross sections to compare the results from the local complex potential (or “boomerang”) model, the local complex potential model modified by the introduction of “barrier penetration factors” and the nonlocal form for the potential. The nonlocal model was used both for the calculation of the vibrational excitation as well as the dissociative attachment. The present results obtained with more accurate resonance curves and the nonlocal model represent a considerable improvement over the boomerang model used in our previous calculations and are in reasonably good agreement with the most recent experimental measurements.

The results of the calculation are described in a paper published in Physical Review A (Publication 4).
Dissociative attachment of vibrational excited NO

NO is believed to have an extremely small dissociative attachment cross section at low energy from its ground vibrational state. However, consideration of the potential energy curves for the neutral and the resonant states indicate that as the vibrational state is increased the cross section will increase dramatically. This led to a joint theoretical/experimental project, linking the experimental AMO group, with the theory AMO group and UC Davis. Experiments have been proposed to measure the dissociative attachment in this system as a function of initial vibrational state. These experiments will be performed at LBL and will be part of the thesis for H. Adaniya, a UC Davis graduate student. We have carried out calculations on the dissociative attachment of NO as a function of initial vibrational state to guide the experiment and predict the cross section. We have used the potential curves and couplings from our previous calculations, as well as the non-local code described previously.

The results of the calculation are described in a paper published in Physical Review A (Publication 4).

Electron interactions with the CF radical

In collaboration with T.N. Rescigno, LBL, we have studied electron interactions with the CF radical. CF is isoelectronic with NO. Using a simple molecular orbital picture of the relevant wave functions neutral CF has an open-shell $^2\Pi$ ground state; its electronic configuration is (core)$^8$ $(5\sigma)^2(1\pi)^4(2\pi)^1$. The quasi-bound (resonance) anion states have the configuration (core)$^8$ $(5\sigma)^2(1\pi)^4(2\pi)^2$. The two open-shell $2\pi$ electrons can be coupled to form three states with symmetries $^3\Sigma^-$, $^1\Delta$ and $^1\Sigma^+$, which, by analogy with NO and O$_2$, are expected to be separated by only a few electron volts. There have been calculations of the elastic scattering differential cross sections [1,2]. The R-matrix calculations [2] were carried out as a function of the C--F internuclear separation, but no dynamics calculations were performed to obtain dissociative attachment or vibrational excitation cross sections.

We computed complex potential curves (positions and widths) for all resonant anion states. We performed fixed-nuclei scattering calculations using the Complex Kohn variational method and extracted the resonance parameters as a function of geometry by analyzing the energy dependence of the eigenphase sums. As in NO, we used a non-local treatment of the nuclear dynamics to evaluate the vibrational excitation and dissociative attachment cross sections. The calculations revealed a rich series of overlapping resonance structures. As in NO, the dissociative attachment cross sections were found to be small at low energy for low initial vibrational states and increased dramatically as a function of the initial vibrational state.

The results of the calculation are described in a paper to be submitted to Physical Review A (Publication 5).

FUTURE PLANS

Dissociative attachment of CICN and BrCN

We have made significant progress in our studies of the dissociative attachment of
ClCN and BrCN. These systems (and the analogous pseudobihalogens, such as HCN) have the interesting property that since both fragments have positive electron affinities, two fragmentation channels are open. These are:

\[ e^- + XCN \rightarrow X^- + CN \]
or
\[ e^- + XCN \rightarrow X + CN^- \]

where X is Cl or Br. The channel producing X\(^-\) was suggested to proceed through the negative ion \(^2\Sigma\) resonance state, formed by the addition of an electron to a \(\sigma^*\) antibonding orbital. The second channel, producing CN\(^-\), had been explained as a two-step mechanism. The first step is the transition to the \(^2\Pi\) resonance, which is the addition of the electron to a \(\pi^*\) antibonding orbital with energy transfer from the C-N stretching mode into the dissociative X-CN mode[3].

The calculations reveal a much more complicated situation. Although the path to X\(^-\) is direct, proceeding as described through the \(^2\Sigma\) anion resonance, the path to CN\(^-\) has a more interesting structure. The lowest lying \(^2\Pi\) anion resonance correlated diabatically to an excited state of the negative ion fragments and does not cross the neutral. Therefore, this state can not directly lead to product. There is a second \(^2\Pi\) resonance that dissociates to CN\(^-\). Coupling between these two resonances allow the dissociative attachment to CN\(^-\) to occur. We have calculated the resonance curves, autoionization widths and couplings between the two \(^2\Pi\) resonances as a function of the X-CN internuclear distance, and used this information dynamics to predict a dissociative attachment cross section. Since the \(^2\Sigma\) resonance crosses the neutral near its equilibrium separation it was necessary to use a non-local treatment to correctly describe the dynamics.

We have also investigated the behavior of the neutral and resonance curves as a function of the C-N stretch. For all states, as the C-N distance is increased or decreased (keeping the X-CN distance constant) the energy of the state increases, which can be fit to a harmonic oscillator function. This will not change the dynamics of the dissociation. We are now studying the effect of bending on the resonance curves and autoionization widths. Bending reduces the symmetry from \(C_{\infty v}\) to \(C_s\). This allows coupling between channels arising from \(\sigma^*\) and \(\pi^*\) antibonding orbitals, the \(\Sigma\) and one component of the degenerate \(\Pi\) resonance states. Such coupling will affect the cross section by allowing the \(^2\Sigma\) and the \(^2\Pi\) pathways to mix.

**Dissociative Attachment in Halogenated Molecules**

There have been no theoretical systematic studies of dissociative attachment in organic molecules. There have been some such experimental studies, but these have been limited[4,5,6]. We have begun a series of calculations on mono-substituted organic compounds to look for general trends and to better understand what controls the energy flow leading to dissociation in these systems. We have chosen the systems, HCCCI, \(\text{H}_2\text{CCCl}\), \(\text{H}_3\text{CCCI}\), showing a series from triple, double to single bond respectively.

We will begin with CICCH, chloroactylene. This can be studied as a pseudo-diatomic, varying the Cl--C internuclear separation and keeping all other bond distances fixed. We can then investigate an intriguing possibility with this system. There has been
some experimental evidence of dramatic effects in the DA cross section due to coupling between channels arising from $\sigma^*$ and $\pi^*$ antibonding orbitals[7]. Of course, for ClCCH in its linear configuration, these channels can not mix. However, mixing can occur if the molecule is bent. We are investigating this effect by carrying out the scattering for the bent structure. We are also looking at variations as other bonds are modified. This can be combined into a multi-dimensional study of the dissociation dynamics. If the dynamics are only studied in one-dimension, that is, as a function of the C-Cl bond distance, the physics of the energy transfer process is lost. The effect of the double vs. the triple C--C bond is combined with the effect of the increased symmetry in the linear HCCCl system which does not allow the $\Sigma/\Pi$ mixing to occur. However, if the system is studied in multiple dimensions, such that this mixing can occur, a more direct comparison is possible. This is a case where it is critical to go beyond the usual one-dimensional picture to truly understand the dissociation dynamics and energy flow within the modes of the system. We then plan to consider H$_3$CCC, the double-bond case and H$_5$CCCl, the single bond case.

**PUBLICATIONS**

1. *Ab initio* study of low-energy electron collisions with ethylene
   C. S. Trevisan, A. E. Orel, and T. N. Rescigno

2. Low-energy electron scattering of NO: *Ab initio* analysis of the $3\Sigma^-$, $1\Delta$ and $1\Sigma^+$ shape resonances in the local complex potential model, Z. Zhang, W. Vanroose, C. W. McCurdy, A. E. Orel, and T. N. Rescigno

3. *Ab initio* study of low-energy electron collisions with tetrafluoroethene C2F4, C. S. Trevisan, A. E. Orel, and T. N. Rescigno,
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Objectives: The primary objectives of this program are to investigate the fundamental physics and chemistry involved in low-energy (1-100 eV) electron scattering with molecular solids, surfaces and interfaces. The program is primarily experimental and concentrates on the important questions concerning how gas-phase concepts have to be modified when trying to understand electron collisions with complex condensed-phase targets such as pure and adsorbate covered water ice thin-films, DNA interfaces and Cl-passivated Si(111) surfaces.

Progress: This is the third year of the program which began in July 2002. We have focused on three main tasks that are being carried out in the Electron- and Photon-Induced Chemistry on Surfaces (EPICS) Laboratory at the Georgia Institute of Technology (GIT).

Project 1. Low-energy (5 – 250 eV) electron stimulated desorption of H+, H2+, and H+(H2O)n from pure and acid covered low-temperature water ice. Low-energy (5 - 250 eV) electron stimulated desorption (ESD) has been used to study the production and removal of H+, H2+ and protonated water clusters H+(H2O)n=1-8 from porous amorphous solid water (PASW), amorphous solid water (ASW), and crystalline (CI) water ice films. The threshold energy for ESD of H2+ from CI and H3O+ from PASW and ASW is ∼ 22 ± 3 eV. There is also a H2+ yield increase at ∼ 40 ± 3 eV and a ∼ 70 ± 3 eV threshold for ESD of H+(H2O)n=2-8 from PASW and ASW. H2+ production and desorption involves direct molecular elimination and reactive scattering of an energetic proton. Both of these channels likely involve localized two-hole one-electron and/or two-hole final states containing 4a1, 3a1 and/or 2a1 character. The 70 eV cluster ion threshold implicates either an initial (2a1,2) state localized on a monomer or the presence of at least two neighboring water molecules each containing a single hole. The resulting correlated two-hole or two-hole, one-electron configurations are localized within a complex and result in an intermolecular Coulomb repulsion and cluster ion ejection. The H+(H2O)n yields are highest from PASW relative to ASW and CI and decrease with temperature, whereas the H2+ yields are highest for CI and increase with temperature. The temperature effects and cluster ion distributions are accounted for by distance and temperature dependent hole screening. Changes in screening, hole lifetimes and hopping probabilities are greatest for a1 levels. This is supported by valence band photoemission studies of ice as a function of temperature.

We have modeled the cluster ion yields with a simple screened hole-hole interaction which leads to an intermolecular Coulomb repulsion effect. If the two neighboring ions remain localized (within 1 - 2 nm of each other) for approximately 100 fs, a cluster ion, whose kinetic energy is determined by the potential of the localized charges, can be produced. Cluster growth is then dominated by formation of ion-dipole bonds as a result of dielectric hole screening. These intensities can be modeled approximately I(n) ∝ Aexp( - Eh*n/m / E_n ). A is a scale factor representing the overall surface area, Eh = 0.25 eV is the average binding energy per hydrogen bond in ice and E_n
is the hydration enthalpy of the n\textsuperscript{th} water molecule in the cluster of size n. The fit to the data shown in Figure 1 is very good and is applicable to each phase of ice.

![Protonated water cluster yield as a function of the number of water molecules for (▲) PASW, (■) ASW, and (♦) CI. The solid and dashed lines represent the fit to the data using $I(n) \propto A \exp\left(-E_h \times n / E_n\right)$. Orlando et. al, Phys. Rev. B. 72, 035431 (2005).](image)

**Project 2. A theoretical description and experimental demonstration of diffraction in electron stimulated desorption (DESD).** The role of diffraction in electron-stimulated desorption (DESD) has been re-examined and described theoretically. Specifically, initial state effects in DESD of Cl\textsuperscript{+} from Si(111)-(1\times1):Cl and Si(7\times7):Cl are examined and the theory is expanded to encompass spherical-wave and multiple scattering effects of low-energy incident electrons by introducing a separable propagator method.

![Experimental DESD data (solid line) compared to theoretical model (dashed line) for the ESD of Cl\textsuperscript{+} signal from the faulted and unfaulted domains on a Cl terminated Si(111)-(7\times7):B surface.](image)

Qualitative analysis of Cl\textsuperscript{+} desorption shows that the initial excitation occurring on the Si(111)-(1\times1):Cl surface primarily involves the Si. Desorption involves ionization of the Si(3s) level followed by Auger cascading from the σ-bonding surface state and shake-up of an electron in the non-bonding π-level and/or direct ionization of the Si-Cl σ-bonding state. For the case of Si(111)-(7\times7) surface, a propensity for the removal of Cl\textsuperscript{+} from the unfaulted region has been observed. This offers the possibility of nanoscale pre-patterning using DESD. Finally, temperature effects on DESD rates are also analyzed and modeled.

**Project 3. Low-energy electron-induced damage of DNA: Neutral fragments yields.** We have utilized a vacuum ultraviolet (VUV) laser source using third-harmonic
generation in rare gases to detect the neutral fragments produced during the low-energy electron beam induced damage of DNA plasmids physisorbed on graphite substrates. We are also monitoring the DNA damage using in situ Fourier transform infrared spectroscopy and post-irradiation gel-electrophoresis. In addition, we have modified the code used to describe DESD on single crystal surfaces, to model diffraction effects during electron scattering with DNA.

**Future Plans:** The white peaks in Figure 3 are the cluster ion signal from 10 ML of water adsorbed on graphite. This signal is actually very small relative to the same coverage on many other substrates such as Pt(111), ZrO$_2$, and Si(111). However, an enormous increase in yield is found when water is adsorbed onto a few ML thick Xe overlayer pre-deposited on the graphite. We have submitted a renewal proposal which plans to examine the roles of hole transfer, Auger decay and ICD in the stimulated production and desorption of cluster ions. Specifically, we propose to carry out studies of water adsorbed on graphite and graphite containing rare gas (Xe and Ar) spacer layers.

![Figure 3](image_url)

Figure 3. Cluster ion distribution observed during 100 eV pulsed electron beam bombardment of 10 ML of water on clean graphite (white peaks) and of submonolayer coverages of water on 3 ML of a Xe spacer layer adsorbed on the graphite.

We will continue to emphasize experimental and theoretical studies of electron scattering with DNA and constituents of DNA. Figure 4 shows the preliminary results of our calculation. The left plot shows the partial wave sum and resonance structure which is reminiscent to that observed experimentally. In the right-hand plot of Figure 3, we also show some preliminary results which allows comparison of the scattering in the presence of an initial core-hole. There are some observable differences indicating that the core hole may be relevant to accurately describing interactions of low-energy electrons with DNA.

![Figure 4](image_url)

Figure 4 Calculation of the incident electron intensity at the center of the ring of a DNA target molecule as a function of incident electron energy. The phase shift data for each scatter were calculated by using the FEFF 8.2 code. The phase shift for the right hand plot was obtained by assuming that there is core hole.

**Publications from this program:**


The program funded four full-time graduate students:
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Energetic Photon and Electron Interactions with Positive Ions
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Program Scope

This experimental program investigates processes leading to ionization of positive ions by photons and electrons. The objective is a deeper understanding of both ionization mechanisms and electron-electron interactions in ions of atoms, molecules and nanoparticles. Monenergetic beams of photons and electrons are crossed or merged with ion beams to selectively probe their internal electronic structure and the interaction dynamics. In addition to precision spectroscopic data for ionic structure, measurements of absolute cross sections for photoionization and electron-impact ionization provide critical benchmarks for the theoretical calculations that generate opacity databases. The latter are critical to models of astrophysical, fusion-energy and laboratory plasmas. Examples of particular relevance to DOE include the Z pulsed-power facility at Sandia National Laboratories, the world’s brightest and most efficient x-ray source, and the National Ignition Facility at Lawrence Livermore National Laboratory, the world’s most powerful laser. Both facilities are dedicated to high-energy-density science, fusion energy and defense-related research.

Recent Progress

The major thrust of this research program has been the application of an ion-photon-beam (IPB) research endstation to experimental studies of photoexcitation and photoionization of singly and multiply charged positive ions using synchrotron radiation. The high photon beam intensity and energy resolution available at ALS undulator beaml ine 10.0.1 make photoion spectroscopy a powerful probe of the internal electronic structure of atomic and molecular ions, permitting tests of sophisticated structure and dynamics codes at unprecedented levels of detail and precision. Photon-ion measurements using the IPB endstation at ALS define the state of the art with respect to energy resolution in studies of photon-ion interactions by at least an order of magnitude. Specific accomplishments of the past year are highlighted below.

- Fullerene ions are of special interest because they bridge the gap between molecules and solids. Absolute cross sections for photoionization of C\textsubscript{60}\textsuperscript{+} were measured over the energy range 17-310 eV. A detailed investigation was made of the relative roles of localized and collective electron excitations in the photoionization and photofragmentation of C\textsubscript{60} and C\textsubscript{70} ions. As has been observed in photoionization of neutral C\textsubscript{60}, a giant dipole resonance at a photon energy near 20 eV was found in photoionization of C\textsubscript{60}\textsuperscript{+}, C\textsubscript{60}\textsuperscript{2+} and C\textsubscript{60}\textsuperscript{3+} ions. This resonance feature is attributed to a surface plasmon excitation of the delocalized valence electrons, representing a periodic motion of the spherical shell of valence electrons with...
respect to the positive ionic core. A second broad resonance was identified near 40 eV in each case. On the basis of theoretical calculations using the time-dependent local-density approximation performed by collaborators at the Max Planck Institute for Complex Systems in Dresden, this feature was identified as a volume plasmon excitation of the valence electrons, analogous to a breathing mode in which the electron density in the spherical shell oscillates. This work was published by Physical Review Letters [13] featured as a Physics News Update by the American Institute of Physics [14]. At photon energies above 280 eV, the photoionization cross sections for fullerenes ions become distinctly molecular in character, and are dominated by narrower resonances due to localized K-shell excitation of carbon atoms.

- A systematic study of photoionization of ions of the nitrogen isoelectronic sequence was completed and published [15]. Absolute cross-section measurements and their analysis were reported for photoionization of metastable and ground-state F$_2^+$ and Ne$_3^+$. Based on the Ph.D. thesis research of Alejandro Aguilar, this paper includes a quantum-defect analysis of four Rydberg series of resonances observed in photoionization of N, O$^+$, F$_2^+$ and Ne$_3^+$.

- An investigation of photoionization of ions of the iron isonuclear sequence, Fe$_3^+$, Fe$_5^+$ and Fe$_7^+$ was completed, resulting in the Ph.D. thesis of Mohammad Gharaibeh in January, 2005. Interpretation of the results for these ions with open d-shells is complicated by a multitude of metastable levels that are populated in the primary ion beam. Comparison of the Fe$_3^+$ results with new R-matrix theoretical calculations indicates the inadequacy of theory for ions with such complex electronic structure, and has motivated additional theoretical work.

- An investigation of photoionization of ions of the xenon isonuclear sequence was conducted with a focus on applications in 13.5 nm light sources for EUV lithography. The results for Xe$_3^+$ were compared with complementary results for electron-impact ionization, constituting the M.S. thesis of Erik Emmons [12] and a paper published by Physical Review A [16]. In collaboration with the NIST EBIT group, this work was extended to measurements on Xe$_4^+$, Xe$_5^+$ and Xe$_6^+$, and a manuscript on this work is being prepared for publication.

- Complementary measurements were initiated of photoionization and electron-impact ionization of ions of the krypton isonuclear sequence, which will constitute the Ph.D. thesis research of Miao Lu. Absolute measurements for photoionization of Kr$_3^+$, Kr$_4^+$ and Kr$_5^+$ were completed and are being analyzed.

- Measurements of photoionization of ions of the chlorine isoelectronic sequence were initiated as part of the Ph.D. thesis research of Ghassan Alna’Washi. Measurements for photoionization of Ca$_3^+$ were completed and are currently being analyzed.

**Future Plans**

Future studies will concentrate on collective electron excitations in atomic and molecular ions, as well as on studies of electron-impact ionization of atomic ions that complement photoionization studies at ALS.

- The energy range and high spectral resolution of ALS beamline 10.0 are optimally suited to studies of photoionization and photofragmentation of macro-molecular ions, which have physical properties intermediate between those of molecules and solids. Studies to date have
concentrated mainly on decay of the photo-excited plasmon resonances in \(C_{60}^{q+}\) and \(C_{70}^{q+}\) molecular ions by ejection of an electron. Exploratory measurements indicate that these giant plasmon resonances may also decay by fragmentation, with ejection of a pair of carbon atoms being most probable. The ion-photon-beam endstation at ALS is well-suited to investigation of photofragmentation channels that yield charged fragments. A systematic investigation is planned of the relative importance of fragmentation versus ionization as the initial charge state of the fullerene ion is increased. Measurements are planned for \(C_{60}^{q+}\), \(C_{70}^{q+}\) and \(C_{84}^{q+}\) ions in initial charge states \(q = 1, 2, 3\).

- A number of studies have demonstrated that single atoms (e.g. of metals) may be stably trapped inside the hollow cage of a fullerene molecule. The technology to produce so-called endohedral fullerenes in macroscopic quantities has advanced to the stage that it may now become feasible to produce charged endohedral fullerene ions in a discharge and to accelerate them. This would enable photoionization studies with mass-analyzed beams of endohedral fullerene ions. Concurrently, the electronic properties of such “caged” atoms has attracted theoretical attention. Of particular interest is the behavior of a giant resonance in photoionization of an atom that is caged within the charged spherical shell of a fullerene molecule. An example is the 4d giant resonance of Xe, which is predicted to be split into four prominent peaks. Another fundamental question to be addressed is the effect of a caged atom on the collective electron motions associated with the surface and volume plasmon resonances in fullerene molecules.

- Complementary studies of electron-impact ionization of ions of the Kr isoelectronic sequence are planned to compare to recent photoionization measurements. The selectivity and energy resolution of the latter should facilitate the identification of indirect ionization contributions to electron-impact ionization.
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Cold Rydberg Atom Gases and Plasmas in Strong Magnetic Fields

G. Raithel, FOCUS Center, Physics Department, University of Michigan
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1 Goals and main methods

The main objective of this project is to investigate interactions in highly magnetized, cold Rydberg-atom gases and magnetized plasmas. The dynamics of highly excited Rydberg atoms and cold plasmas in strong magnetic ($B$) fields exhibits an extraordinary richness, which is shared by related systems such as positronium, excitons, gases of electrons and positrons, and - in solids - electron-hole plasmas. The system Hamiltonian typically is dominated by the diamagnetic term, and the Coulomb interaction presents only a weak perturbation, giving rise to unusual forms of atom-like diamagnetic matter. The largest fraction of phase space of these atoms corresponds to large values of the magnetic quantum number $|m|$, where the dynamics is regular and characterized by drift-orbit solutions, also known as guiding-center solutions. These drift-orbit states have large densities of states and lifetimes. Therefore, in low-temperature collision-rich environments in strong magnetic fields, such as cold Rydberg atom gases and cold plasmas, they can be quite abundant and may even represent the main portion of Rydberg-atom population. The importance of drift-state Rydberg atoms has become clear in recent anti-hydrogen experiments elsewhere, in which drift-state anti-hydrogen has been formed by recombination in a modified Penning trap and detected by field ionization.

To study cold plasmas and gases of cold Rydberg atoms in a high-$B$ environment, in the last couple of years we have constructed an atom trap that operates at magnetic fields up to 6 Tesla. The trap can be loaded with rubidium ground-state atoms cooled to $\approx 150 \, \mu$K. If desired, these atoms can be magnetically trapped. The atoms can also be excited into Rydberg states, which can be promoted into long-lived high-angular-momentum drift-state atoms and subsequently magnetically trapped for times in excess of 100 ms. This atom trap can be combined and spatially overlapped with a Penning charged-particle trap.

2 Electric-field ionization of strongly magnetized Rydberg atoms in low-$m$ states

![Figure 1: 2D representation of the field ionization behavior at 6 T (left panel) and 2.9 T (right panel) as a function of laser wavelength and ionization electric field. The latter is applied in form of a time-dependent field ionization pulse, as displayed in the top portions of the panels. Optical selection rules allow the excitation of states with spin quantum number $m_s = +1/2$ and orbital quantum numbers $m = 0, 1, 2$. States with other quantum numbers can become populated due to $m$-mixing and spin-orbit coupling. In the figure, four field ionization (FI) bands are identified by quantum-number assignments. The lowest FI band, labeled $m \leq 0, m_s = -1/2$, becomes populated due to a combination of spin-orbit coupling with $m$-mixing.](image)

The electric-field and auto-ionization behavior of cold Rydberg atoms of $^{85}$Rb in magnetic fields up to 6 T has been investigated. Multiple ionization potentials and field-ionization bands reflecting the Landau energy quantization of the quasi-free Rydberg electron are observed. The study of time-resolved and state-selective...
field ionization spectra provides evidence of $m$-mixing and spin flips of the Rydberg electron. Spin-orbit coupling combined with $m$-mixing gives rise to a Feshbach-type auto-ionization of metastable positive-energy atoms.

The mentioned processes manifest themselves in experimental field ionization spectra such as the ones displayed in Fig. 1. There, cold atoms collected in the high-$B$ atom trap are excited into Rydberg states at time $t = 0$ (horizontal axis in Fig. 1). The density is kept low enough that the effect of collisions between Rydberg atoms and / or electrons is deemed negligible. In the time interval $0 < t \leq 12 \mu s$ the atoms evolve in an electric-field-free environment. At later times, an approximately linear electric-field ionization ramp is applied. The observed features in the field-ionization spectra indicate $m$-mixing, spin-orbit coupling, and auto-ionization. Using the displayed data, the coupling strengths of $m$-mixing and spin-orbit coupling can be estimated. A paper describing these results in detail has been submitted.

2 Trapping of Rydberg atoms

Using Rydberg-atom excitation at high densities and at energies slightly below the photo-ionization threshold, the excited Rydberg atoms undergo state-changing collisions. Using this mechanism, we have been able to prepare and to magnetically trap long-lived drift-state Rydberg atoms, thereby extending the trapping frontier to include highly-excited atomic species. In our experiment, $^{85}\text{Rb}$ atoms are collected and laser-cooled in the high-$B$ atom trap at a magnetic field of 3 T, excited into highly magnetized Rydberg states, and probed using time-delayed, position-sensitive detection. Due to $m$-mixing collisions, upon laser excitation a fraction of the atoms evolves into long-lived $\mathbf{E} \times \mathbf{B}$-drift atoms. We observe magnetic trapping of these drift Rydberg atoms for times up to 200 ms. Employing measurements of oscillations of the atoms in the trap, we have determined an average magnetic moment of the trapped atoms of about $8 \mu_B$ (for the conditions used). A paper describing these results has been submitted.

The magnetic-moment measurements represent the first instance in which we have used observations of the center-of-mass motion of trapped Rydberg atoms in order to determine an atomic parameter. In the case studied, the magnetic moment of the trapped drift-state Rydberg atoms is found to exceed that of the trapped ground-state atoms by about an order of magnitude.

3 Expansion of quasi-neutral plasmas in strong magnetic fields

Figure 2: Number of electrons emitted from a highly magnetized, expanding cold plasma vs the time $t$ after plasma excitation.

We have become interested in the expansion dynamics of cold, quasi-neutral plasmas in strong magnetic fields. There are arguably two features that distinguish the case of vanishing $B$-field, which is intensely studied elsewhere, from the high-$B$ case we are interested in. First, the expansion in the high-$B$ case is one-dimensional. As a result, the lifetimes of meta-stable cold plasmas in high-$B$ are expected to be longer than the lifetimes in low-$B$. Further, multiple authors have, in the past, reported cross sections for three-body recombination that are much smaller in high-$B$ cold plasmas than in low-$B$ ones. As a result, it is expected that in the high-$B$ case electron heating may be suppressed relative to the case of low-$B$. It is thus possible that two-component strongly coupled plasmas exist in the environment of a strong magnetic field.
Figure 2 shows recent data in which we measure the number of electrons emitted from a highly magnetized, expanding cold plasma vs the time after plasma excitation. At times larger than about 1 ms, we observe an exponentially decaying signal with a time constant of about four hundred microseconds, which is much longer that the time constants we typically observe in cases of low $B$. As expected, the expansion dynamics is found to be very sensitive to any bias electric fields in the excitation region. Presently, expansions curves such as the one displayed in Fig. 2 are being taken as a function of initial photo-excitation energy, plasma density and plasma volume.

4 Recombination experiments

In context with anti-hydrogen experiments conducted elsewhere, it is of particular interest how many drift-state Rydberg atoms are formed in a cold, strongly magnetized positron-anti-proton plasma, and how quickly these atoms percolate from high-lying Rydberg states down into the ground state. In our effort to answer some of these questions in our “model case” of a cold, magnetized plasma of electrons and rubidium ions, we have obtained state-selective field ionization spectra of Rydberg atoms formed under various conditions of the initial density, the electron temperature, and the cold-plasma evolution time after photo-excitation. We have observed that Rydberg atoms primarily form, initially, in very high-lying levels, while at later times of the cold-plasma evolution the total number of detected Rydberg atoms declines and the state-distribution shifts to lower states. One may speculate that we witness the percolation of high-lying Rydberg states into states too low to be detected by state-selective electric-field ionization. Efforts are currently underway to directly detect the atoms that have percolated all the way into the ground state via direct ground-state atom counting experiments.

5 Plans

In ongoing studies of non-interacting low-angular-momentum atoms in strong magnetic fields, we are interested in coherent spin oscillations of the Rydberg electron induced by spin-orbit coupling. We believe than we can both excite and detect these oscillations.

The continued work on Rydberg atom trapping evolves towards using the trapping as an analytic tool to measure single-atom properties (electric polarizabilities, magnetic moments, cyclotron transition behavior).

We further intend to study the expansion of cold, strongly magnetized plasmas and to illuminate the fate of Rydberg atoms that form via recombination in such plasmas. Exploiting our capability to trap both atoms and electrons at the same spatial location, we also consider to study collisions between cold-electron clouds and Rydberg atoms implanted into these clouds.
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1 Program Scope

Advanced x-ray sources based on accelerator technology and sources based on laser technology form a symbiotic community with each source type addressing specific needs of the scientific community, for instance, average and peak x-ray flux, x-ray pulse lengths, or available beam time. This work focuses on the development and characterization of laser-driven tabletop, ultrashort pulse, hard-x-ray sources with high brightness for x-ray absorption spectroscopy and x-ray diffraction. Primary applications are the measurements of the structural dynamics of molecules during chemical and physical transformations. The sources will operate maintenance-free over long periods at kilohertz repetition rates with x-ray wavelengths selectable in the range from 1 to 7 Å and x-ray pulse durations in the range from about hundred femtoseconds to picoseconds. The sources use high power, femtosecond laser pulses with kilohertz repetition rate to generate x-ray emitting plasmas from solid and liquid metal targets. This research focuses entirely on the sources’ optimization and characterization and relies on an existing laser system that has been upgraded to 40-fs laser pulse with an average power of 20-W on target at 4-kHz repetition rate. It is the specific goal of this project, to develop a source that is modular, compact, and robust enough to be replicable by many scientists with diverse experimental backgrounds.

The x-ray brightness and the average x-ray flux of synchrotrons will always be larger than that of the currently developed laser-driven x-ray source. Nevertheless, the x-ray flux per pulse on sample will be comparable to that of 3rd generation synchrotron x-ray sources, consequently providing substantial performance for time-resolved measurements of sample structures. Thus, while these laser-driven sources are valuable in their own right, they will also serve as training environments for ultrafast experiments at 3rd and 4th generation sources.

Integral parts of the project are experiments that serve multiple purposes: First, the data allow the measurements of the sources’ pulse lengths over a large spectral range with sub-hundred femtosecond temporal resolution. Second, performance parameters of the entire x-ray spectroscopic system, consisting of source, x-ray imaging optics, spectrometer, and detector, can be determined for representative chemical dynamics experiments in the gas and liquid phases. Simultaneously, the experiments address important topics in gas and condensed phase structural dynamics related to laser-atoms interactions, reorganization motions during electron transfer reactions and structural motions during photo induced ligand substitutions of transition metal coordination complexes.

2 Recent Progress

The x-ray flux from a wire-based ultrafast x-ray source was substantially improved. A second design based on a liquid-mercury target jet has been assembled. Tests of the jet have been successfully completed. Simulations of the x-ray pulse emission of various metal targets after laser-pulse irradiation haven been done.

2.1 X-ray source

The construction of the new laser-driven plasma x-ray source has been completed and the source module has been constructed as proposed. It is based on a liquid mercury jet that is irradiated by the ultrafast laser pulses. A picture of the interior part of the x-ray source is shown in Figure 1. The entire system is flange-mounted. The position of the interaction chamber relative to the pump laser beam adjustable from the top of the flange. The target jet is produced
by pumping liquid mercury at a pressure of 7MPa through a 25-µm nozzle. Supporting infrastructure, such as an integrated debris remover, will enable maintenance-free operation over long periods of time. Liquid mercury as the target material has the advantages that it can be circulated by a pump yielding a very stable target. The plasma debris is liquid and can be automatically wiped off the chamber window. Furthermore, the plasma-physical properties of mercury make it very well suited for sub-100-fs hard x-ray pulse generation as discussed in the next section.

2.2 Simulation of sub-100-fs x-ray pulse emission from metal targets

The x-ray pulses that will be emitted from the target have been theoretically investigated by a combination of particle-in-cell (PIC) and Monte-Carlo (MC) simulations of the laser target interaction and the resulting electron dynamics. A two-step approach was applied to determine the x-ray emission. First, 1D, oblique incidence PIC simulations of the laser-plasma interaction were performed to obtain the energy distribution of the hot electrons generated during the laser plasma interaction. All calculations were performed for p-polarized, 100-fs, 800-nm laser pulses with an incidence angle of 45 degrees. An exponential plasma density profile with a scale length $L/\lambda = 0.2$ for a laser wavelength $\lambda = 800$ nm was used. This scale length corresponds approximately to an interaction where a laser pre-pulse or pedestal generates a small amount of preformed plasma. Second, a Monte-Carlo electron-photon transport code was used to compute the electron trajectories in the mercury target. The generated relativistically corrected continuum intensity for an energy interval around the iron K edge (7.1 to 7.2 keV) was calculated using the Kirkpatrick and Wiedmann evaluation of Sommerfeld's cross section. Mass absorption coefficients for this radiation were taken from NIST tables. Temporal information on electrons and photons was calculated taking into account the electron entry time into the solid as obtained from the PIC calculations, the photon generation time, and the time of flight of the photons to the detector calculated with the MC code. The x-radiation was observed normal to the target front side.

For calibration purposes, we calculated the x-ray emission properties for the wire-target used for the measurements briefly discussed in 2.3. This target consists of a 200-µm steel wire, coated with 10-µm brass. The emitted Fe-Kα, Cu-Kα, and continuum flux around the Fe-K edge is shown in Figure 2 for a laser pulse intensity

---

Figure 1: Interior of the new x-ray source

Figure 2: Simulated x-ray flux and pulse length emitted from a copper-coated steel wire target at $10^{17}$ W/cm$^2$, 5 mJ/pulse, 4 kHz repetition rate.

---

of $10^{17}$ W/cm$^2$. The calculated flux is larger than that used for the measurements in section 2.3 because these experiments have been performed at 2 kHz and at laser pulse intensities around $10^{16}$ W/cm$^2$. The calculated x-ray pulse length that contains 90% of the pulse energy depends greatly on the x-ray wavelength and the depth in the target at which the radiation is generated. For instance, the Cu-K$_\alpha$ radiation is generated in a volume between the target surface and 10 µm depth and the pulse length is several hundred femtoseconds. In contrast, the Fe-K$_\alpha$ radiation is generated at much greater depth and the diffusion time of the electrons into the target and of the x-radiation out of the target substantially broadens the pulse length. This effects demonstrates that the a target with a larger electron stopping cross section and a larger x-ray absorption cross section could potentially substantially reduce the x-ray pulse length. This was evaluated for mercury, the target material for which the x-ray source shown in Figure 1 was designed. Figure 3 show a simulated x-ray pulse emitted from a mercury target illuminated with an 800-nm, 100-fs laser pulse with an intensity of $10^{17}$ W/cm$^2$ and 5 mJ pulse energy. The full width at half maximum (fwhm) of the emitted x-ray pulse in the spectral range between 7.1 and 7.2 keV is 40 fs. This short pulse duration is due to the short electron penetration depth into the target material. The average x-ray flux of the continuum radiation in the spectral range from 7.1 to 8.1 keV is shown in Figure 4. While the shortest pulse is obtained close to $10^{18}$ W/cm$^2$, higher intensities seem to increase the flux substantially while not significantly lengthening the x-ray pulse width. This can be most likely explained based on the fact that the continuum radiation generation efficiency monotonically increases with increasing electron energy. However, the deeper electron penetration into the target causes only slight x-ray pulse lengthening because the high x-ray absorption cross section of mercury largely suppresses contributions of “deep” x-ray photons to the overall pulse. Such a trend can not be expected for fluorescence radiation. However, our x-ray applications are mostly in the area of chemical dynamics in solutions, which is best investigated using the continuum radiation for ultrafast x-ray absorption fine structure spectroscopy.

2.3 Study of ultrafast chemical dynamics using the ultrafast table-top x-ray source

The X-ray Absorption Fine Structure (XAFS) spectra of $Fe(CN)_6^{4-}$ solvated in water have been measured before photoexcitation and tens of picoseconds after photoexcitation with ultrashort UV laser pulses. The XAFS spectra after photoexcitation exhibits a chemical shift as well as indications for the increase of the iron-ligand distances. Reference spectra measured at a synchrotron source yield structural data that show bond length changes of
the metal complex due to solvation. The pump-probe delay times are not indicative of the temporal resolution of the experimental setup. The most likely temporal resolution is in the sub-picosecond regime.

2.4 Study of ultrafast chemical dynamics using SPPS

In collaboration with the SPPS-team, but specifically Kelly Gaffney, x-ray absorption measurements of chemical process

\[
CuCl^{2-} \xrightarrow{1 \text{ph} @ 266 \text{nm}} CuCl^{-} \rightarrow CuCl(H_2O)^-\]

the reorganization during charge transfer to solvent (CTTS) and the subsequent solvation of the photoproducts will be measured. The systems Test measurements are planned for end of August 2005.

2.5 Future Plans

The next experiment to be performed will be the measurement of the pulse length of hard x-ray pulses generated from the mercury x-ray source. Simultaneously, these measurements will lay the spectroscopic “foundation” for subsequent experiments focusing on chemical dynamics with sub-picosecond resolution. Xenon gas will be ionized in a gas cell or jet and the change of the x-ray absorption L-edge spectra will be measured as a function of the pump-probe delay. The measurements will provide a cross-correlation between laser and x-ray pulses.
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1. Program Scope

Nonadiabatic molecular alignment by short intense pulses has been the topic of rapidly growing activity during the past few years. This activity owes both to the fascinating fundamental physics associated with rotational wavepacket dynamics and to a variety of already demonstrated and projected applications in fields ranging from molecular spectroscopy and laser optics through reaction dynamics and stereochemistry, to quantum storage and information processing. In this approach, a moderately intense laser pulse of duration short with respect to the rotational periods aligns a given molecular axis (axes) to the field polarization vector(s). Nonadiabaticity (rapid turn-off as compared to the system time scales) guarantees that the alignment will survive subsequent to the pulse turn-off, under field-free conditions. Whereas a linearly polarized pulse induces 1D order, leaving the rotation about the field and molecular axes free, an elliptically polarized pulse aligns the three axes of the molecule to three axes defined in space.

Our DOE-sponsored research introduces two new directions in the area of nonadiabatic intense laser alignment and explores them theoretically and numerically. One part of the research extends the concepts of alignment and three-dimensional alignment from the isolated molecule limit to condensed phase environments. Applications of the extended scheme that have been explored during the past year include the development of an approach to control charge transfer reactions in solutions and the introduction of a new approach for probing the properties of dissipative environments.

The second part of the research extends the theory of rotational revivals from linear systems to molecules of arbitrary symmetry and explores practical and experimental implications. Recent work in this area develops and applies the theoretical framework and contrasts different modes of achieving 3D alignment so as to guide ongoing and future experiments.

2. Recent Progress

Since the beginning of our DOE-sponsored research in September 2004, we have focused on two projects (Secs. 2.1 and 2.2) within the first part of the program, addressing alignment in dissipative media, and several related projects within the second part, addressing alignment of isolated complex polyatomic systems (Secs. 2.3–2.5). This research is carried out by a DOE-supported postdoctoral fellow, Edward Hamilton, and a partially DOE supported first year graduate student, Adam Pelzer.

2.1 Intense laser alignment in dissipative media as a route to solvent dynamics

In Ref. 2 we extend the concept of alignment by short intense pulses to dissipative envi-
ronments within a density matrix formalism and illustrate the application of this method as a probe of the dissipative properties of dense media. In particular, we propose a means of disentangling rotational population relaxation from decoherence effects via strong laser alignment. We illustrate also the possibility of suppressing rotational relaxation, so as to prolong the alignment lifetime, through choice of the field parameters.

2.2 Control of torsional motions. Application to the design of a molecular switch

In recent research we extend three-dimensional alignment from a means of controlling solely the overall rotations of molecules with respect to the space-fixed axes, to a means of simultaneously controlling also their torsional motions. In particular, we illustrate numerically the application of circularly and elliptically polarized pulses to eliminate the torsional motions of polyatomic systems while hindering their overall rotations in space. The approach is applied to control of charge transfer reactions in solution. Using a semiclassical 3-state, 3-mode model of a donor-acceptor biphenyl, we find extensive control over the charge transfer rate and explore its physical origin and dependence on the solvent and solute properties.

2.3 Nonperturbative quantum theory of alignment and 3D alignment of complex systems

Much of our effort in the domain of alignment of isolated polyatomic molecules has been devoted to the development of an efficient and accurate theoretical framework to predict the alignment and 3D alignment characteristics of asymmetric tops. Both the theory and its numerical implementation are challenging, quite in contrast to the extensively studied case of linear molecules subject to linearly polarized fields, due to the rich angular momentum algebra and the large number of states involved. At the same time, the rapidly growing interest in nonadiabatic alignment of polyatomic systems, the advance of the experimental technology, the qualitative questions posed by experiments and the variety of anticipated applications, motivate an investment on the part of theory. Our methods are summarized in Ref. 3 and discussed in detail in a recent review article. In brief, we solve the time-dependent Schrödinger equation nonperturbatively, transforming between basis sets of symmetric and asymmetric tops to maximize the code efficiency.

2.4 Applications to isolated polyatomic molecules

The formalism has been applied in several collaborative studies with the experimental group of H. Stapelfeldt, which uses femtosecond time-resolved photofragment imaging to probe the time-evolving alignment. In Ref. 3 we explore the nonadiabatic alignment of symmetric top molecules induced by linearly polarized, moderately intense picosecond laser pulse. Using methyl iodide and tert-butyliodide as examples, we calculate and measure the alignment dynamics, focusing on the temporal structure and intensity of the revival patterns, including their dependence on the pulse duration, and their behavior at long times, where centrifugal distortion effects become important. Very good agreement is found between the experimental and numerical results, allowing us to use the theory to provide insight into the origin of the experimental findings.

In Refs. 4 and 5 we apply similar experimental and theoretical methods to study the nonadiabatic alignment of asymmetric top molecules. Numerically, we solve the time dependent Schrödinger equation for a general asymmetric top molecule subject to an intense laser field,
and analyze the dependence of the alignment dynamics on the field strength and on the rotational temperature. Experimentally, we measure the alignment of two molecules with different asymmetry, iodobenzene and iodopentafluorobenzene. Our numerical results explain several counter-intuitive experimental observations and generalize them to other molecules. We show that the rotational revival patterns of asymmetric tops differs qualitatively from the linear and symmetric top cases and explore the information content of these patterns.

An ongoing study studies theoretically, numerically and experimentally a new approach of enhancing the alignment of polyatomic molecules through a combination of short- and long-pulse fields. Our approach is based on the realization that the non-resonant ionization of molecules, which upper bounds the intensity that can be applied, scales differently from alignment in the laser fluence and intensity.

A related theoretical project, to be completed shortly, applies nonadiabatic orientation of a triatomic molecular ion as the first step in a coherent control scheme for selective bond-breaking in polyatomic molecules. Orientation is achieved by application of half-cycle pulses in the low frequency limit to drive sequential $\Delta J = \pm 1$ transitions between rotational levels of opposite parity.

2.5 Time-resolved photoelectron imaging as a probe of rotational coherences

Closely related to the interests of several members of the BES AMOS community, as well as to the topic of strong-field induced rotational revival structures, is the rapidly progressing technique of time-resolved photoelectron imaging (PEI), a pump probe approach, typically applied under nonperturbative conditions, where the probe ionizes a pump-driven ro-vibrational wavepacket. Time-resolved PEI measures the photoionization differential cross section, energy-resolved to within the probe band-width. It thus provides both the energy and the angular distribution of the photoelectron as well as their correlation as a function of time.

The structure of this observable and its relation to the underlying system properties have been exposed in our previous research. In particular, the photoelectron angular distribution is sensitive to the time-evolving rotational composition of wavepackets, reflecting both the relative magnitudes and the relative phases of the rotational components. In the context of alignment of complex systems, where the development of a general and objective probe of the time-evolving alignment remains a challenge, PEI is an interesting opportunity. In Ref. 6 we explore qualitatively the information content of time-resolved PEI regarding the composition of rotational wavepacket and the coherences underlying their spatial properties. We identify a mapping of the alignment properties of time-evolving wavepackets onto the moments of the photoelectron image and investigate its origin and consequences theoretically and numerically.

3. Future Plans

- One of our goals in future research will be to develop a coherent control approach to the design of rotational wavepackets with desired functionality subject to dissipation. To that end we will combine our solution of the quantum Liouville equation, discussed in Ref. 2, with optimal control theory to trigger rotational wavepackets via controlled $\Delta J = \pm 1$ dipole transitions at low frequency. One of our targets will be a rotational superposition that will be immune to rotational relaxation and rotational decoherence on time scales relevant to quantum
storage applications.

• Another goal of future work will be the extension of 3D alignment and torsional control (Sec. 2.2) to guided molecular assembly. We are motivated by the recognition that the performance of molecule-based electronic and photonic devices often depends crucially on the alignment of the molecular layer(s). One example is field-effect transistors, where alignment of the organic molecules constituting the active component of the transistor has been shown to significantly enhance the utility of the device. Another example is solar energy harvesting systems, where assembly that would mimic the light harvesting and charge separation processes in photosynthesis, and/or convert light into current were found to require a handle over the component alignment. A third example is a newly introduced approach to the fabrication of affinity-based molecular sensor devices, where the sensing probe includes an organic conductive wire whose alignment properties affect the performance of the device. Other applications that rely on electron transfer though molecular monolayers, and where alignment of the layer constituents plays an essential role, are found in the expanding field of molecular junctions. Although impressing progress in this area is due to conductance measurements in break junctions and STM environments, most of the research to date has used molecular monolayer-based devices. While one-dimensional laser alignment is expected to be effective in many systems, three-dimensional alignment combined with control over the torsion angles may lead to greater performance enhancement.

Our numerical approach will apply classical molecular dynamics to describe the assembly subject to the combination of the molecular Hamiltonian and the external field. Relevant examples are the phenylacetylene oligomer and the phenylene ethynylene oligomers that have been studied in several recent molecular electronics experiments.

• Our work on torsional control in general, and its application to control charge transfer reactions in solution (Sec. 2.2) in particular, will be continued, as current experimental interest in realizing this scheme offer new questions for theoretical research.

• In related research we are initiating a collaborative study with the group of Murnane and Kapteyn to explore the information content of high harmonic spectra from aligned molecules, both with respect to the electronic wavefunction and with respect to the rotational wavepacket.
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Scope of work: During the current project year, the main focus has been on measurements of cross sections for electron impact excitation of highly ionized ions. We have used the LLNL electron beam ion trap, EBIT-I to ionize, trap and excite these ions. We use electron beam excitation energies that lie just above threshold to some excitation energies that are several kV's above threshold values for the levels of interest. We also use several types of high-resolution spectrometers to record x-ray spectra. The electron beam imposes a directionality on the emitted x-rays. Measurement of the degree of polarizations of these x-ray emission lines provide a direct measure of the electron impact excitation cross section of the lines. We have therefore continued to make polarization measurements, which test atomic structure calculations of electron impact excitation cross sections. Below are summaries of some of the measurements we have carried out.

1 Cross Sections for Electron Impact Excitation in heliumlike Ar$^{16+}$, and heliumlike Kr$^{34+}$

In a previous year we measured cross sections for direct excitation of n = 3-1 resonance line, Kβ1 and intercombination line, Kβ2, in heliumlike argon at various excitation energies (4.9 kV - 20.0 kV). We have extended these measurements to relativistic energies, and to a much higher Z in heliumlike Kr$^{34+}$. For the Krypton measurements we have used a high-resolution microcalorimeter. We use radiative recombination to normalized our intensity measurements.

2 Polarization of Iron L-shell lines on EBIT-1

We have extended our polarization measurements to include polarization of neonlike and fluorinelike iron using the LLNL EBIT-1, and a two-crystal technique. These results are important for the diagnostics of astrophysical as well as of laser-produced plasmas. The observed data is compared with calculations done using the flexible atomic code (FAC). The measurements are presented at the fourth US-Japan plasma spectroscopy conference. In earlier measurements we looked at the polarization of heliumlike V$^{21+}$
3 Measurement of the Polarization of Heliumlike and Lithiumlike sulfur

We have continued to work on polarization measurements for heliumlike and lithiumlike sulfur. We have used a two-crystal technique to measure the polarization of the heliumlike sulfur resonance line $1s^2 2p^1P_1 - 1s^2 1S_0$, and of the blend of the lithiumlike sulfur resonance lines $1s^2 2p^2 2P_{3/2} - 1s^2 2s^2 2S_{1/2}$ and $1s^2 2p^2 2P_{1/2} - 1s^2 2s^2 2S_{1/2}$. We have looked at the polarization of these lines for electron beam energies from near threshold to $3/4$ keV. These observations should test polarization predictions in an energy regime where few empirical results have been reported.

The crystals used in the two crystal technique included a PET crystal (in flat geometry) set at Bragg angle of $\theta_B = 35.2^\circ$, which corresponds to an integrating crystal reflectivity ratio of $R_{PET} \approx 0.28$. The second was a mica $(002)$ crystal which was spherically bent into a Johann type spectrometer. This spectrometer was set at an initial Bragg angle close to $45^\circ$, corresponding to a ratio of $R_{Mica} \approx 0.04$. For normalization we have used the the forbidden line $(z)$ $1s^2 3S_1 - 1s^2 1S_0$ in heliumlike sulfur. The line $z$ is intrinsically unpolarized, but can be slightly polarized due to cascades. Our observations agree well with predictions made with the Flexible Atomic Code and the relativistic distorted-wave code.

4 A high-resolution compact Johann crystal spectrometer with the Livermore electron beam ion trap

A compact high-resolution $\lambda/\Delta \lambda = 10,000$ spherically bent crystal spectrometer in the Johann geometry was recently installed and tested on the Lawrence Livermore National Laboratory SuperEBIT electron beam ion trap. The curvature of the mica $(002)$ crystal grating allows for higher collection efficiency compared to the flat and cylindrically bent crystal spectrometers commonly used on the Livermore EBIT. The spectrometers Johann configuration enables us to orient its dispersion plane parallel to the electron beam propagation. Used in concert with a flat crystal spectrometer, whose dispersion plane is perpendicular to the electron beam propagation, the polarization of x-ray emission lines can be measured (sulfur studies above).

5 Level specific DR resonance strengths in He-like Ti$^{20+}$ and Cr$^{22+}$

We have continued to analyze dielectronic satellite spectra for heliumlike Ti XXI and Cr XXIII, measured in separate earlier experiments using the LLNL EBIT-II and the EBIT high-resolution Bragg crystal spectrometers. We sweep the electron beam energy across individual DR resonances, and thus we have deduced level specific resonance strengths for the strongest DR resonances in doubly excited lithiumlike Ti XX and CrXXII. We have used the MCDF code to calculate the resonance strength, excitation energy, as well as the x-ray energies of these transition. We have wavelength-calibrated the observed spectra, and normalized the intensities to theoretical radiative recombination cross sections. See typical spectra in Fig. 2.

Figure 1. K-shell spectra of sulfur recorded with the spherically bent crystal (a) and with the flat crystal spectrometer (b) at 3 keV beam energy.
6 Future Work

We plan to extend our measurements to higher electron beam energies, and to higher Z-values. Measurements on highly charged, high-Z ions are still few.
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PROGRAM SCOPE

The goals of this project are to understand and describe processes involving energy transfers from electromagnetic radiation to matter as well as the dynamics of interacting few-body, quantum systems. Investigations of current interest are in the areas of high energy density physics, attosecond physics, strong field physics, and double photoionization processes. In some cases our studies are supportive of and/or have been stimulated by experimental work carried out by other investigators funded by the DOE AMO physics program.

RECENT PROGRESS

A. Non-Dipole Effects in Double Photoionization of He

In recent years two major themes in both experimental and theoretical studies of atomic photoionization have been the analysis of nondipole (or retardation) effects in single-electron photoionization (both in the soft x-ray and the vuv regions) and the analysis of double photoionization (especially in the vuv energy region). Surprisingly, there have not been as yet any analyses of nondipole effects on double photoionization. In part this is because nearly all experimental measurements have been carried out with linear polarization in the orthogonal plane geometry (i.e., photoelectrons are detected in the plane perpendicular to the photon wave vector). For this case, non-dipole effects vanish. We have recently completed an analysis of nondipole effects in double photoionization of He (see publications [6] and [9]). Specifically, we have derived a general parameterization for the double photoionization amplitude of He taking into account both dipole (E1) and quadrupole (E2) components of the electron-photon interaction operator. Nondipole effects originate from the interference of the E1 and E2 amplitudes. Our numerical results show that these effects are significant in double photoionization of He even for excess energies as low as 80 eV and that they should be observable in experiments with current state-of-the-art capabilities.
For the case of linearly polarized light, we have analyzed [6, 9] our parameterized formulas for the TDCS and proposed two experimental geometries for which the nondipole effects are maximal, one for equal energy sharing and one for unequal energy sharing. Both are coplanar geometries, in which the momenta, $p_1$ and $p_2$, of the two ionized electrons lie in the plane defined by the photon wave vector, $k$, and the linear polarization direction. In each case, the TDCS should be measured for two directions of the photon beam propagation: in the directions $k$ and $-k$ (with the direction of the linear polarization vector unchanged). Differences in the TDCSs of the order of 15%-20% of the maximum of the TDCS are predicted.

For the case of circularly polarized light, we have recently analyzed [7, 9] the influence of nondipole interactions on the circular dichroism (CD) effect in double photoionization of He. It is well known that the CD effect vanishes ordinarily in the case that the two ionized electrons share the total available energy equally. We have shown analytically that there exists a nonzero CD effect for this case of equal energy sharing when one takes into account the interference of E1 and E2 transition amplitudes. We have also shown that this interference leads to unusual asymmetries of the TDCS for the case of elliptically polarized light. We have proposed two experimental arrangements for measuring each of these effects, which together provide a polarization sensitive means of measuring nondipole effects in double photoionization. Our numerical estimates indicate that CD effects are significant for electron energies as low as 40 eV.

**B. GeV Electrons from Ultra Intense Laser Interactions with Highly Charged Ions**

We have investigated in great detail the interaction of intense laser radiation with highly charged hydrogenic ions using a three-dimensional relativistic Monte Carlo simulation. This work extended an earlier investigation [S.X. Hu and A.F. Starace, *Phys. Rev. Lett.* 88, 245003 (2002)] in which it was demonstrated that free electrons cannot be accelerated to GeV energies by the highest intensity lasers because they are quickly expelled from the laser pulse before it reaches peak intensity. We showed that highly charged ions exist that (1) have deep enough potential wells that tunneling ionization is insignificant over the duration of an intense, short laser pulse, and (2) have potentials that are not too deep, so that the laser pulse is still able to ionize the bound electron when the laser field reaches its peak intensity. We showed that when the ionized electron experiences the peak intensity of the laser field, then it is accelerated to relativistic velocity along the laser propagation direction (by the Lorentz force) within a tiny fraction of a laser cycle. Within its rest frame it then “rides” on the peak laser amplitude and is accelerated to GeV energies before being expelled from the laser pulse. Our recent work [S.X. Hu and A.F. Starace, *Phys. Rev. E* (submitted)] includes an extensive set of calculations to examine the dependence of the ionized electron energy spectrum on the experimentally controllable parameters. These include the target ion and the laser intensity, frequency, duration, and, especially, the focal properties.

**C. Circularly Polarized Laser-Induced Rescattering Plateaus in Laser-Assisted, Electron-Atom Scattering**

Plateau structures in intense laser-atom interactions (i.e., a nearly constant dependence of multiphoton cross sections on photon number $n$ over a wide interval of $n$ up to a cutoff at $n_{\text{max}}$) are among the most interesting and intensively studied nonlinear phenomena in laser-atom physics. These structures have a one-electron origin and are well-studied both experimentally
and theoretically for the processes of above-threshold ionization (ATI) and high harmonic generation (HHG). Plateau features have also been found in laser-assisted, electron atom scattering processes (LAES).

For the case of an elliptically polarized laser field, we have recently carried out the first analysis of rescattering effects in LAES spectra and found, surprisingly, that plateau effects persist even for the case of circularly polarized laser light [8]. The reason why this result is unexpected stems from existing results for ATI and HHG processes. The high-energy (rescattering) plateaus in ATI and HHG spectra are known to gradually disappear with increasing degree of circular polarization. Indeed, for the case of pure circular polarization, the process of HHG by free atoms is strictly forbidden, whereas plateau structures in ATI simply disappear. Thus it has been generally assumed that rescattering effects vanish for the case of circular polarization owing to the impossibility for the active electron to return to its parent ion. However, for free-free transitions (such as LAES), rescattering effects can take place even for the case of circular polarization, as follows from quite general arguments. For the case of bound-bound or bound-free transitions (i.e., HHG or ATI), the angular momentum \(l\) of the bound electron is fixed, so that dipole selection rules for the angular momentum projection \(m\) in a circularly polarized field, \(|\Delta m| = 1\), forbid HHG and suppress (owing to angular momentum barriers) rescattering effects in ATI. For the case of LAES, however, both incoming and scattered electron waves are superpositions of continuum states with different \(l\) and \(m\). Hence, for LAES the selection rules should not lead to such drastic differences in the physics of strong field phenomena for the cases of linear and circular polarizations as they do for ATI and HHG.

In our analysis [8] of rescattering effects for free-free electron transitions in the presence of a circularly polarized laser field we have predicted significant plateau features. In contrast to ATI and HHG, where the height of plateau structures decreases rapidly with increasing ellipticity, we find that for the case of LAES the plateau height is almost insensitive to the degree of circular polarization, whose magnitude and sign determine only the extent of the high-energy plateau region. These features of plateau structures in LAES are shown to follow from an exact quantum solution of the problem, which allows also for a simple classical interpretation in terms of the well-known rescattering picture.

### D. FUTURE PLANS

Our group is currently carrying out research on the following projects: (1) Calculation of two-photon, double ionization cross sections for He using an LOPT approach; (2) Development of an effective range theory approach for laser-assisted electron-atom scattering; (3) Analysis of attosecond pulse interactions with atomic systems; (4) Analysis of radiative energy losses in intense laser ionization of highly charged ions.
PUBLICATIONS STEMMING FROM DOE-SPONSORED RESEARCH


1 Program Scope

The program is aimed at theoretical investigations of a wide range of phenomena induced by ultrafast laser-light excitation of nanostructured or nanosize systems, in particular, metal/semiconductor/dielectric nanocomposites and nanoclusters. Among the primary phenomena are processes of energy transformation, generation, transfer, and localization on the nanoscale and coherent control of such phenomena.

2 Recent Progress

2.1 SPASER: Effect, and Prospective Devices [1-4]

The known effects and applications in nanooptics are passive, i.e., based on the excitation of the nanosystem by external laser radiation. This mode of excitation has obvious drawbacks: most of the radiation is lost and only a small fraction of photons interact with the nanosystem; it is difficult or impossible to concentrate the excitation in space and time on nanometer-femtosecond scale; the exciting radiation creates a significant background to the relatively weak emissions by the nanosystem. We have introduced a principally different concept of SPASER (Surface Plasmon Amplification by Stimulated Emission of Radiation). The spaser radiation consists of surface plasmons that are bosons just like photons and undergo stimulated emission, but in contrast to photons can be localized on the nanoscale. Spaser as a system will incorporate an active medium formed by two-level emitters, excited in the same way as a laser active medium: optically, or electrically, or chemically, etc. One promising type of such emitters are quantum dots (QDs). These emitters transfer their excitation energy by radiationless transitions to a resonant nanosystem that plays the role of a laser cavity. These transitions are stimulated by the surface plasmons already in the nanosystem, causing buildup of a macroscopic number of the surface plasmons in a single mode. Spaser is predicted to generate ultrashort (10-100 fs) ultraintense (optical electric field \( \sim 10^8 \text{ V/cm} \) or greater) pulses of local optical fields at nanoscale. When realized experimentally spaser may completely change the nanooptics.

Recently, we have shown theoretically that the efficient nanolens, which is a self-similar aggregate of a few metal nanosphere, in an active medium of semiconductor quantum dots is an efficient spaser [4]. This spaser possesses a sharp hot spot of local fields in its nanofocus between the minimum-radius nanospheres. Another related recent development has been an experiment by a group of Dr. Eng of Technical University of Dresden (Germany) where the principles of spaser have been confirmed [5].

2.2 Nanofocusing of Optical Energy in Tapered Plasmonic Waveguides [6, 7]

We have predicted theoretically that surface plasmon polaritons propagating toward the tip of a tapered plasmonic waveguide are slowed down and asymptotically stopped when they tend to the tip, never actually reaching it (the travel time to the tip is logarithmically divergent). This phenomenon causes accumulation of energy and giant local fields at the tip. There are various prospective applications of this proposed effect in nanooptics and nanotechnology. Because there is transfer from micro- to nanoscale of not only energy, but also coherence (phase), these results allow for full coherent control on the nanoscale.
2.3 Coherent Control of Ultrafast Energy Localization on Nanoscale [8-14]

Our research has significantly focused on problem of controlling localization of the energy of ultrafast (femtosecond) optical excitation on the nanoscale. This is a formidable problem since it is impossible to achieve such concentration by optical focusing due to the nanosize of the system, or by near-field excitation, because the energy of such excitation is transferred across the entire nanosystem during ultrashort periods on order of the light-wave oscillation. We have proposed and theoretically developed a distinct approach to solving this fundamental problem. This approach, based on the using the relative phase of the light pulse as a functional degree of freedom, allows one to control the spatial-temporal distribution of the excitation energy on the nanometer-femtosecond scale. We have shown that using even the simplest phase modulation, the linear chirp, it is possible to shift in time and spatially concentrate the linear local optical fields, but the integral local energy does not depend on the phase modulation. In contrast, for nonlinear responses, the integral local energy efficiently can be coherently controlled. It is difficult to overestimate possible applications of this effect, including nano-chip computing, nanomodification (nanolithography), and ultrafast nano-sensing.

This effect of the coherent control of local fields on the nanoscale has recently been observed experimentally by H. Petek and collaborators[15, 16]. This key development along with the recently proposed adiabatic transfer of energy and coherence to nanoscale [6, 7] will allow one in perspective to fully control in time and space the ultrafast dynamics of optical energy distribution on the nanoscale.

2.4 Efficient Nanolens [4, 17, 18]

As an efficient nanolens, we have proposed a self-similar linear chain of several metal nanospheres with progressively decreasing sizes and separations. To describe such systems, we have developed the multipole spectral expansion method. Optically excited, such a nanolens develops the nanofocus (“hottest spot”) in the gap between the smallest nanospheres, where the local fields are enhanced by orders of magnitude due to multiplicative, cascade effect of its geometry and high Q-factor of surface plasmon resonance. The spectral maximum of the enhancement is in the near ultraviolet, shifting toward the red as the separation between the spheres decreases. The proposed system can be used for nanooptical detection, Raman characterization, nonlinear spectroscopy, nano-manipulation of single molecules or nanoparticles, and other applications. Recently, we have shown [4] that this nanolens surrounded by an active medium of nanocrystal quantum dots can be an efficient spaser.

2.5 Second Harmonic Generation on Nanostructured Surfaces [19, 20]

This research resulted from an international collaboration with the group of Prof. Joseph Zyss (France). Based on the spectral-expansion Green’s function theory, we theoretically describe the topography, polarization, and spatial-coherence properties of the second-harmonic (SH) local fields at rough metal surfaces. The spatial distributions of the fundamental-frequency and SH local fields are very different, with highly enhanced hot spots of the SH. The spatial correlation functions of the amplitude, phase, and direction of the SH polarization all show spatial decay on the nanoscale in the wide range of the metal fill factors. This implies that SH radiation collected from even nanometer-scale areas is strongly depolarized and dephased, i.e., has the nature of hyper-Rayleigh scattering, in agreement with recent experiments. The present theory is applicable to nanometer-scale nonlinear-optical illumination, probing, and modification. We have recently further investigated this class of phenomena to predict and describe giant fluctuations of local SH fields in random nanostructures [21].

2.6 Strong Field Effects in Nanostructures: Forest Fire Mechanism of Dielectric Breakdown [22]

This research is a result of an extensive international collaboration (UK, Germany, Canada, and the USA). We have described the interaction of ultrashort infrared laser pulses with clusters and dielectrics. Rapid ionization occurs on a sub-laser wavelength scale below the conventional breakdown threshold. It starts with the formation of nanodroplets of plasma that grow like forest fires, without any need for heating of the electrons promoted to the conduction band. This effect is very important for the physics of laser damage of semiconductors and dielectrics by a moderate-intensity radiation.
2.7 Theory of Coherent Near-Field Optical Microscopy [23, 24]

We have developed theory of phase-sensitive near-field scanning optical microscopy (in collaboration with the group of Dr. Victor Klimov, LANL). The developed theory takes into account interference of secondary electromagnetic waves emitted by the metal nanoparticles and the radiation of the near-field optical microscope (NSOM) tip. The latter radiation contains both magnetic-dipole and electric dipole parts. The interference of these radiations of the tip and the metal nanosystem in the far zone depends on their relative phase that in turn is determined by the detuning from the surface plasmon resonance in the metal nanosystem. Owing to this interference, it is possible to determine the spectral phase of the surface plasmon resonances in metal nanoparticles. In turn, this allows us to determine the positions of these resonances with unprecedented resolution. Recently the interference near-field spectroscopy that we proposed and developed was used [25] for further studies of plasmonic nanosystems with proper reference to our work.

2.8 Nanoplasmonics at Metal Surface: Enhanced Relaxation and Superlensing [26, 27]

We have considered a nanoscale dipolar emitter (quantum dot, atom, fluorescent molecule, or rare earth ion) in a nanometer proximity to a flat metal surface. There is strong interaction of this emitter with unscreened metal electrons in the surface nanolayer that causes enhanced relaxation due to surface plasmon excitation and Landau damping. To describe these phenomena, we developed analytical theory based on local random-phase approximation. For the system considered, conventional theory based on metal as continuous dielectric fails both qualitatively and quantitatively.

In a recent development [27], we have considered a principal limitations on the spatial resolution on the nanoscale of the “Perfect Lens” introduced by Pendry, also known as the superlens. In the conventional local electrodynamics, the superlens builds a 3d image in the near zone without principal s on the spatial resolution. We have shown that there is a principal limitation on this resolution, ~5 nm in practical terms, that originates from the spatial dispersion and Landau damping of dielectric responses of the interacting electron fluid in metals.

3 Future Plans

We will develop both the theory in the directions specified above and the collaborations with the experimental and theoretical groups that we have developed. Among the future projects, we will consider attosecond effects of the carrier-envelope phase. The coherent control on nanoscale under conditions of adiabatic energy concentrations will be proposed and studied, which potentially will allow full spatio-temporal control on the nanoscale.

References (2003-2005)

Quantum Dynamics of Optically-Trapped Fermi Gases

Grant #DE-FG02-01ER15205
Report for the Period: 11/1/04-10/31/05

John E. Thomas
Physics Department, Duke University
Durham, NC 27708-0305
e-mail: jet@phy.duke.edu

1. Scope

The purpose of this program is to study the many-body quantum dynamics of a very general fermionic system: An optically trapped, strongly-interacting 50-50 mixture of spin-up and spin-down $^6$Li fermions, in the regime of quantum degeneracy. Strongly-interacting, highly degenerate samples are directly produced in an ultrastable CO$_2$ laser trap by forced evaporation at a magnetic field tuned near a Feshbach resonance. The resonance permits wide tunability of the s-wave scattering length which determines the interaction strength.

Strongly-interacting mixtures of spin-up and spin-down atomic Fermi gases provide unique systems for stringent tests of competing quantum theories of superfluidity and high temperature superconductivity. In the controlled environment of an optical trap, such mixtures permit wide variation of temperature, density, spin composition and interaction strength. Indeed, strongly-interacting Fermi gases provide scale models of a variety of exotic systems in nature, not only high temperature superconductors, but neutron stars, strongly-interacting matter in general, and even a quark-gluon plasma. The scale is set by the Fermi temperature, which is a few µK in a quantum gas and about an electron volt in a metal or $10^4$ K. Near a Feshbach resonance, spin-up and spin-down mixtures of atomic Fermi gases exhibit super-strong pairing interactions and are predicted to achieve superfluid transition temperatures which are a significant fraction of the Fermi temperature. Such high transition temperatures are consistent with recent experiments and correspond to achieving superconductivity in a metal at thousands of degrees, far above room temperature.

2. Recent Progress

During the past year, we achieved two major breakthroughs in the study of strongly-interacting Fermi gases. We made the first thermodynamic measurements, and observed a phase transition in the heat capacity of the gas [1]. We also observed a
transition in the damping rate of the radial breathing mode, measured as a function of temperature [2]. In addition, we made comprehensive measurements of the magnetic field dependence of the damping rate and frequency of the radial breathing mode, and observed a breakdown of hydrodynamics [3]. The primary results are described briefly below.

Heat Capacity of Strongly-Interacting Fermi Gas [1]

Strongly-interacting Fermi gases provide a paradigm for strong interactions in nature. For this reason, measurements of the thermodynamic properties of this unique system are of paramount importance. In studies of superfluidity and superconductivity, measurements of the heat capacity have played an important role in determining phase transitions and in characterizing the nature of the bosonic and fermionic excitations.

Heat capacity measurement requires two ingredients: Precise input of a known energy followed by temperature measurement. The heat capacity is the amount of energy needed to change the temperature by one °K. In a solid, this program is readily implemented. In a strongly-interacting Fermi gas, new methods are needed both for energy input and temperature measurement.

Energy input is readily accomplished by abruptly releasing the gas from the optical trap for a short time and then abruptly reinstating the trapping potential. The gas expands during the release time, which is denoted as $t_{\text{heat}}$. Since the trapping potential is approximately harmonic, the increase in energy scales as the square of the expansion factor of the cloud. The gas is first cooled to the lowest possible temperatures, where the total energy is very close (within a 1 or 2 %) of the ground state value. The cold gas expands hydrodynamically by a known expansion factor, which then determines the total energy $E(t_{\text{heat}})$ for a given release time $t_{\text{heat}}$. The gas is allowed to equilibrate after recapture, and then the temperature is measured.

Temperature measurement in a noninteracting Fermi gas is readily accomplished from the shape of the cloud, either in the trap, or after ballistic expansion. The one dimensional ($x$) transverse density distribution is first obtained by integrating the column density in the axial direction. This distribution has a Thomas-Fermi shape, $n_{TF}(x)$ which is a function of two parameters, the Fermi radius, $\sigma_F$ and the reduced temperature $T/T_F$. These parameters are determined from the fits to the measured spatial distributions. To obtain a one-parameter characterization of the temperature, the Fermi radius is held fixed in all of the fits, after it is determined from the data at the lowest temperature. In this way, the shape of the cloud is uniquely correlated with a value of $T/T_F$.

In a strongly-interacting Fermi gas, the precise shape of the cloud as a function of temperature is still subject to debate. However, our experiments and recent theory show that the shape is very close to that of a noninteracting gas at all temperatures. One can show using model-independent arguments that the shapes precisely agree at
$T = 0$ and at high temperatures, where the gas is classical. Hence, in temperature measurements, we employ an empirical temperature scale: We simply use the best fit to the density, assuming a noninteracting gas Thomas-Fermi shape, $n_{TF}(x)$, and determine two parameters, the interacting gas Fermi radius, $\sigma'_F$ and the empirical reduced temperature, which is denoted by $\tilde{T}$. This empirical scale is later calibrated to the true reduced temperature $T/T_F$ using theoretically generated spatial profiles which are functions of a known value of $T/T_F$.

By measuring the empirical temperature as a function of the input energy, we observe a transition in behavior at an empirical temperature $\tilde{T} = 0.33$: Above this temperature, the energy as a function empirical temperature exhibits ideal gas scaling, while below this temperature, the behavior is different, and is better fit by a power law. Calibrating the temperature reveals that $\tilde{T} = 0.33$ corresponds to $T/T_F = 0.27$. This is quite close to the superfluid transition temperature, near $T/T_F = 0.3$, which predicted by several theory groups.

**Transition in the Damping Rate of the Radial Breathing Mode [2]**

With our precision energy input and empirical temperature measurement methods, we realized that we could search for transitions in other properties of the gas, and compare the behavior with our observations for the heat capacity.

The frequency and damping rate of the radial breathing mode are two mechanical properties of the gas which can be studied using these new methods. In the experiments, we heat the gas by adding a known energy, let it equilibrate, and measure the empirical temperature. Then the same amount of energy is added, but this time we excite the radial breathing mode as in our previous experiments: The gas is released for a very short time, it expands slightly, and is then recaptured, producing a radial oscillation. The frequency and damping rate are measured as a function of empirical temperature.

The frequency shows no evidence of a phase transition. This is consistent with our expectations: The gas is always strongly hydrodynamic, and oscillates at the hydrodynamic frequency. Only the mechanism changes in the transition region from superfluid hydrodynamics to collisional hydrodynamics.

In contrast to the frequency, the damping rate reveals an abrupt transition in behavior: At low temperatures, the damping rate scales linearly with empirical temperature (linear correlation coefficient 0.998). However, the behavior abruptly changes at $\tilde{T} = 0.5$, where the damping rate deviates strongly from linear scaling. After calibration, we find that $\tilde{T} = 0.5$, corresponds to $T/T_F = 0.35$, not far above that obtained in the heat capacity measurements and consistent with predictions of the superfluid transition temperature.

Nearly 6300 repetitions of the experiment were required to obtain the published data, which was accumulated over several months. At present, there is no theory of damping in a strongly-interacting Fermi gas.
In addition to our temperature dependence measurements, we also made comprehensive, precision measurements of the frequency and damping rate as a function of magnetic field, which required a similar effort to the temperature dependence. These measurements test predictions for the equation of state of the gas. We find that the data are in quantitative agreement with predictions at resonance. The measured frequency at the Feshbach resonance is in extremely good quantitative agreement with predictions based on universal hydrodynamics. However, we obtain only reasonable qualitative agreement as the magnetic field is tuned above or below resonance. Current theories incorporate superfluid condensed pairs and a mean field approximation, which captures the essence of the data, but does not yield very good quantitative agreement. Hence, further theoretical effort is needed.

The data also reveal a breakdown of hydrodynamics at sufficiently high magnetic field above the Feshbach resonance at 834 G. At 1080 G, the frequency and damping abruptly increase. A similar transition has been observed by the Innsbruck group at a lower magnetic field. These transitions appear to arise when the pairing gap is comparable to the collective mode energy quantum and pairs are broken, as first suggested by the Innsbruck group.

3. Future Plans

Our plans include measurements of the singlet molecular contribution to the pairing wave function, as a function of total energy. We started this experiment last summer, and did not finish, due to a dye laser failure. This work is analogous to that recently published by the Rice group, but our technique employs stabilized lasers. In addition, we are working on methods to perform entropy measurement, as a function of energy, by using magnetic field sweeps from the strongly-interacting regime to the weakly interacting regime. This will provide a model-independent test of the theory, and absolute temperature calibration.
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Program scope
Many chemical phenomena depend on the ability of a molecule to accept charge at a particular site in the molecule. Examples are acidity, basicity (proton affinity), rates and regiospecificity of electrophilic reactions, hydrogen bonding, and ionization. Among these, inner-shell ionization spectroscopy (ESCA or x-ray photoelectron spectroscopy) has proven to be a useful tool for investigating how a molecule responds to added or diminished charge at a particular site. The technique is element specific and is applicable to all elements except hydrogen. It is, in many cases site specific. As a result, x-ray photoelectron spectroscopy (XPS) can probe all of the sites in a molecule and identify the features that cause one site to have different chemical properties from another. In addition, the inner-shell ionization energies, as measured by XPS, provide insight into the charge distribution in the molecule – a property of fundamental chemical importance.

During the last 35 years, XPS has been a source of useful chemical information. Until recently, however, the investigation of the carbon 1s photoelectron spectra of the hydrocarbon portion of molecules has been hampered by lack of resolution. Carbon atoms with quite distinct properties may have carbon 1s ionization energies that differ by less than 1 eV, whereas historically the available resolution has been only slightly better than this. In addition, the vibrational excitation accompanying core ionization adds complexity to the spectra that has made analysis difficult. The availability of third-generation synchrotrons coupled with high-resolution electron spectrometers has made a striking difference in this situation. It is now possible to measure carbon 1s photoelectron spectra with a resolution of about half the natural line width (~100 meV), with the result that recently measured carbon 1s spectra in hydrocarbons show a richness of chemical effects and vibronic structure.

During the last eight years this program has endeavored to exploit this capability in order to investigate systems where new insights can be gained from high-resolution carbon 1s photoelectron spectroscopy. The primary experimental goal has been to determine carbon 1s ionization energies not previously accessible and to use relationships between these energies and other chemical properties to elucidate the chemistry of a variety of systems. Early work focused on understanding the features of the spectra: line shape, line width, vibrational structure, and vibronic coupling, since understanding these features is essential to unraveling the complex spectra that are found for molecules having several carbon atoms. Now that these features are (more or less) understood, emphasis has shifted to investigation of chemically significant systems and to gaining further insights into the relationships between core-ionization energies and chemical properties.
Recent progress (2004-2005)

During the last 18 months, we have had 46 shifts of synchrotron time – 18 at MAX II in May 2004, 10 at the ALS in September 2004, and 18 at MAX II in May 2005. This time was devoted to acquiring primarily carbon 1s photoelectron spectra for a number of compounds of interest. In addition, where appropriate, measurements were made of oxygen and nitrogen photoelectron spectra. Some of the results of these and earlier measurements are summarized below. An additional 10 shifts is scheduled at the ALS in October 2005.

This work has been carried out in collaboration with colleagues from the Universities of Bergen, Turku, and Uppsala.

Conformational effects in inner-shell photoelectron spectroscopy of ethanol. In general, there has been little reason to expect that different conformers of a molecule would give different photoelectron spectra, and, until recently, where this possibility has been investigated no conformational effects on the spectra have been observed. We have, however, found that ethanol proves to be an exception to this expectation. Ethanol exists in two conformers in about equal abundance. In the anti form the hydroxyl group is pointed away from the methyl group, with an HOCC dihedral angle of 180°. By contrast, in the gauche form this angle is about 60°, with the result that the hydroxyl group can interact strongly with the methyl group. Carbon 1s ionization at the methyl group leaves a localized positive charge at the methyl group, and this positive charge interacts repulsively with the positive charge on the hydroxyl group. In the anti form, these charges are far apart, and the interaction is weak. By contrast, in the gauche form, the interaction is strong and the gauche form is strongly destabilized. As a consequence, core ionization of the methyl group in gauche ethanol leads to considerable excitation of torsional motion, but ionization of the anti form leads to no excitation of this motion.

This torsional excitation is apparent if we compare the carbon 1s photoelectron spectrum of ethanol with that of chloroethane, where no torsional excitation is possible. In ethanol the peak in the spectrum corresponding to ionization of the methyl group is broad and nearly featureless, while in chloroethane it is sharp and shows only excitation of stretching and bending modes. Theoretical calculations that take into account the possibility of this torsional excitation give good agreement with the experimentally observed features of the spectrum.

It is expected that such conformational effects will be fairly common in core-level spectra of small molecules that exhibit conformational equilibria, and that studies of this type may be of use in resolving questions about molecular conformations.

A paper on this work has been accepted for publication in Physical Review Letters.

Reactivity and core-ionization energies in conjugated dienes. Carbon 1s photoelectron spectroscopy of 1,3-pentadiene. Unsaturated compounds (that is, compounds with double or triple bonds) are of interest in chemistry because of the high reactivity of the multiple bond. This reactivity makes these substances ideal starting materials for the synthesis of other molecules. The addition of a substituent to such a molecule affects the reactivity; for instance, propene, CH2=CHCH3, is more reactive than ethene, CH2=CH2. Moreover, the effect of the methyl group, CH3, in propene is to activate the terminal CH2 group much more than it does the CH group. These features are reflected in the carbon 1s ionization energies of these molecules, where the carbon of the CH2 group is found to have a very low ionization energy, indicating a high availability of electrons.1
Analogous to ethene and propene are 1,3-butadiene, \( \text{CH}_2=\text{CHCH}=\text{CH}_2 \), and 1,3-pentadiene, \( \text{CH}_2=\text{CHCH}=\text{CH}_2 \text{CH}_3 \), where we have the additional complexity of a conjugated chain of double bonds. Measurements of the carbon 1s ionization energies of these compounds at the Advanced Light Source show the similarities and differences between butadiene and pentadiene, on the one hand, and propene and ethene, on the other. First, the larger size of butadiene and pentadiene lead to higher polarizibility, lower ionization energies, and greater reactivity. Second, the conjugated bond system in 1,3-pentadiene transmits the effect of the additional methyl group (C5) efficiently to the other end of the molecule, so that the reactivity of the terminal CH\(_2\) carbon (C1) is enhanced almost as much as is that of C3 (which is in a position comparable to the reactive CH\(_2\) group in propene). Finally, the conjugated system of double bonds in 1,3-butadiene and 1,3-pentadiene provides an efficient mechanism for delocalizing charge from one end of the molecule to the other. This effect leads to lower ionization energies and higher reactivities for 1,3-butadiene relative to ethene and for 1,3-pentadiene relative to propene.

A paper on this work has recently appeared in the Journal of Physical Chemistry.\(^2\)

**Fluorine as a \( \pi \) donor. Carbon 1s photoelectron spectroscopy of fluoroethenes, fluorobenzenes, and methylbenzenes.** A methyl group attached to a benzene ring donates electrons to the ring, making it more reactive. Fluorine, by contrast, because of its high electronegativity, withdraws electrons, making the ring less reactive. At the same time, however, fluorine is capable of donating electrons into the \( \pi \) system of the ring, adding negative charge back to the carbon atoms that are ortho and para to the fluorine substituent. Inner-shell electron spectroscopy can, in principle, probe these effects; in practice, the high-resolution electron spectroscopic facilities at third-generation synchrotrons are essential for this purpose.

We have recently measured the carbon 1s photoelectron spectra of a number of fluoroethenes, fluorobenzenes, and methylbenzenes. With the aid of electronic structure theory to predict the vibrational structure in these spectra, we have been able to resolve them into contributions from each of the inequivalent carbon atoms and to assign carbon 1s ionization energies to each chemically unique carbon atom.

In keeping with expectations, the results show that the carbon 1s ionization energies in methylbenzenes are lower than those in benzene, whereas those in fluorobenzenes are higher. Moreover, in both kinds of molecules, the carbon atoms that are ortho or para to the substituent are found to be relatively electron rich compared with those that are meta to the substituent. In addition, it is found that all of the core-ionization energy shifts follow a simple additivity relationship, such that a small number of parameters provides an accurate description of a large number of shifts.

Additional insight is obtained by comparing the core-ionization energies with proton affinities. For molecules in which the proton is attached meta to the substituents, there is an excellent linear correlation between proton affinity and carbon 1s ionization energy. However, if we expand the correlation to include protons added at sites that are ortho or para to a fluorine substituent, we find that these have proton affinities that are significantly higher than would be expected from their carbon 1s ionization energies. We believe that this result reflects the electron acceptor capability of the two hydrogens that are attached to the protonated carbon. Thus, although fluorine is capable of donating electrons to the ortho and para positions, it is capable of donating even more if there is suitable electron acceptor present. Hence, fluorine can affect the energy of protonation more than the energy of ionization.
**Group electronegativities.** Carbon 1s photoelectron spectra were measured for a number of molecules that were chosen to shed light on group electronegativities. These include C(CH₃), HC≡CCH₂CH=CH₂, CH₂=CHCH₂I, CH₃CH₂CH₂I, CH₃CHICH₃, (CH₃)₃CCl, CH₃CF₂CH₃, CH₃CHBrCH₂CF₃, CF₂Br₂, CF₂I₂, Cl₄, CF₃CH₂CF₃, and 1,2,4,5-tetramethylbenzene. Analysis of these results is in progress.


**Future plans**

We have been allotted 10 shifts of beam time at the Advanced Light Source in October, 2005, and 18 shifts at MAX II in May, 2006. Focus during these periods will be on measurements of carbon 1s photoelectron spectra that will give further insights into chemistry, with emphasis on group electronegativity, interaction of one substituent with another, transmission of substituent effects, and substituent effects in benzene. Some typical compounds that will be of interest are indicated below.

**Interaction of halogens with alkyl groups and transmission of substituent effects:** CH₂CH₂CH₂F, CH₂CH₂CH₂CH₂F, CH₃CHFCH₂CH₃, (CH₃)₃CF.

**Substituents effects in benzene:** methoxybenzene, 1,2-, 1,3-, and 1,4-dimethoxybenzene, 1,3,5-trimethoxybenzene, aniline, 1,2-, 1,3-, and 1,4-phenylenediamine, chlorobenzene, 1,2-, 1,3-, and 1,4-dichlorobenzene, nitrobenzene, benzaldehyde, benzenethiol, methylbenzoate, and phenol.

**Publications involving DOE support, 2003-2005**


1 Program Scope:

We study the physics underlying the generation of x-rays from the interaction of relativistic electrons with an ultra-intense laser pulse. The laser pulse acts as the accelerator and wiggler leading to an all-optical synchrotron-like x-ray source. The mm-sized accelerator and micron-sized wiggler (produced either directly by the laser field or via laser-generated ion channels) leads to a compact source of high brightness, ultrafast x-rays with applications in relativistic nonlinear optics, ultrafast chemistry, biology, inner-shell electronic processes and phase transitions.

2 Recent Progress:

We have investigated these sources both experimentally as well as theoretically. Two types of sources were demonstrated: one based on Thomson scattering [11, 8, 4], in which the laser light pulse acts directly as the wiggler, and another based on betatron oscillations, in which an ion channel—produced in the wake of the laser pulse—acts as the wiggler[6]. We have also demonstrated that it is possible to condition an MeV electron beam optically which would enable the generation of attosecond, hard x-ray pulses [3].

2.1 Experiment

The geometry used for these experiments involved either one or two laser pulses. In the former case the scattering pulse was co-propagating with the laser-produced electron beam while in the latter case it was obliquely incident on it (see Fig. 1).

2.1.1 Laser based synchrotron radiation

Beams of x rays in the kiloelectronvolt energy range have been produced from laser-matter interaction. Here, energetic electrons are accelerated by a laser wakefield, and experience betatron oscillations in an ion channel formed in the wake of the intense femtosecond laser pulse. The experiment was performed at the Laboratoire d’Optique Applique using a titanium-doped sapphire (Ti:Sa) laser operating at 10 Hz with a wavelength $\lambda_0$ of 820 nm in chirped-pulse amplification mode.13 The laser delivers energies up to 1 J on target in 30 fs (FWHM) pulses, with a linear horizontal polarization. The laser beam was focused with an f/18 off-axis parabolic mirror onto the edge of a supersonic helium gas jet (diameter 3 mm). The vacuum-focused intensity $I_L = 3 \times 10^{18} W cm^{-2}$ for which the corresponding normalized vector potential $a_0 = 1.2$. 

Figure 1: Schematic diagram of experimental setup to study x-ray generation with one and two laser pulses.
The x-ray radiation produced in the plasma was measured using a cooled x-ray charge-coupled device (CCD) camera placed directly on the laser axis. We have characterized the x-ray emission by measuring its spectral and spatial distribution, the x-ray intensity and the spatial distribution as a function of the electron density of the plasma, the variation of the flux with the laser energy. We have observed a beam of x-ray radiation. The radiation is intense, broadband in the keV spectral range, and confined in the forward direction within a 50 mrad cone (FWHM). The spectral distribution of the radiation was measured from 1 keV to 10 keV by placing a set of Be, Al, Cu, and Ni filters in front of the detector. The spectrum depicted decreases exponentially from 1 to 10 keV. The total number of photons (integrated over the bandwidths of the filters and over the divergence of the x-ray beam) is found to be more than $10^8$ photons (per shot/solid angle at 0.1% BW).

The most important feature of the observed x-ray emission is its collimation in a low divergence beam centered onto the laser axis. As shown on the beam profile in Fig. 2, recorded for x-ray energies above 1 keV and for $n_e = 8 \times 10^{18}$ cm$^{-3}$, the beam divergence is found to be 20 mrad (FWHM).

### 2.1.2 Optical conditioning of electron beams

The interaction of a laser-produced electron beam with an ultraintense laser pulse in free space is studied. We show that the optical pulse with $a_0 = 0.5$ imparts momentum to the electron beam, causing it to deflect along the laser propagation direction. The observed 3-degree angular deflection is found to be independent of polarization and in good agreement with a theoretical model for the interaction of free electrons with a tightly focused Gaussian pulse, but only when longitudinal fields are taken into account. This technique is used to temporally characterize a subpicosecond laser-wakefield-driven electron bunch.

Optical manipulation of the electron trajectories can be applied to conditioning laser-produced electron beams. Since the magnitude of the deflection depends on the electron energy for a fixed laser intensity, a monochromatic, low-emittance, attosecond electron beam can be obtained by using a suitable aperture downstream of the interaction region. Ponderomotive scattering of electrons traveling at an oblique angle to the laser pulse can therefore select a narrow, tunable energy range of electrons with ultrashort bunch duration and physically separate them for use in other applications such as ultrafast EUV/X-ray sources, fast igniter fusion, high temporal resolution electron diffraction, shock and laboratory astrophysics, and electron beam injection for accelerators.

### 2.2 Theory

The theoretical research supported has focused on the Thomson scattering of electrons trapped in a 1-dimensional optical lattice [1]. Two counter propagating laser pulses of equal frequency set up a standing wave. Low energy electrons are trapped near the bottom of the resulting ponderomotive potential well and oscillate with a characteristic bounce frequency proportional to $I^{1/2}$. The orbits of these electrons and the subsequent Thomson scattering spectra have been computed. Each particle radiates harmonics of both the laser and bounce frequencies as well as intermodulation products of
these lines. This process generates infrared light directed along the laser polarization. As this line is physically separated from the laser pulse, the problem of filtering the laser light while allowing the IR radiation to pass is eliminated. Also, as the intermodulation product spectral separation from the laser fundamental mode is directly related to the laser intensity, this is a possible diagnostic for the laser intensity near critical surfaces: for example, in ICF hohlraums. Intermodulation can lead to anomalous spectral broadening as intermodulation products can merge with the laser fundamental spectral mode.

Detailed theoretical calculations have also been performed in support of experiments particularly with regard to the electron motion at relativistic intensities in tightly focused laser beams. It has been shown that current models are inadequate and it is necessary to properly account for the longitudinal fields in order to obtain accurate electron trajectories. These calculations are now being extended to obtain detailed information on the scattered radiation.

3 Future Plans

We are currently engaged in setting up a new laser laboratory at the University of Nebraska, Lincoln. When completed later this year, this will be equipped with a state of the art 100 TW laser system and all experimental equipment required to perform cutting edge research on high-field science and the applications thereof. We will particularly focus on developing the next generation of x-ray sources with a brightness sufficient to enable real-world applications. To this end we propose to implement single and multiple pulse experimental geometries to obtain x-rays via Thomson scattering and/or betatron motion. Recent results on the generation of quasi-monoenergetic electrons from laser-plasma sources will serve to produce intense monochromatic beams of x-rays. Over the next year we propose to investigate in detail the properties of laser produced electron beams, improvement in the beam quality and apply this to x-ray generation. With a 10-Hz laser and 100-TW peak power, tight focusing will not be required to obtain relativistic intensities, leading to a larger interaction volume, and therefore a higher x-ray yield, at high average power. Unlike the low repetition rate lasers used in the past it will also be possible to optimize the performance of these sources even in complex experimental geometries. At this time, detailed calculations are being performed to obtain the x-ray source brightness in order to benchmark these calculations against experiments.

The proposed theoretical work is divided into two key areas. First is ultrafast electromagnetic radiation generation through both Thomson and betatron scattering. Second, using the massively parallel hybrid fluid/particle-in-cell code LSP, we will investigate the parametric dependence of self-injection and the generation of so-called mono-energetic electron beams and using the resulting electron energy spectra, calculate the Thomson scattered X-ray spectra. This is an attractive source for ultrafast X-rays since, for example, as the scattered frequency scales as $4\gamma^2$ in a counter propagating geometry where $\gamma$ is the Lorentz factor, a 100 Mev electron can produce 150 keV X-rays. Another potential source of ultrafast X-rays is betatron scattering in which energetic electrons oscillate through a plasma channel. Currently, most betatron models simply assume that the electron oscillations are purely circular producing generic synchrotron light. We have begun developing a more realistic plasma channel analytical model in conjunction with LSP simulations of channel formation. With this, the particle orbits can be computed and the betatron spectra calculated directly from these orbits instead of appealing to other models. Also, electron orbits can be tracked directly within LSP and these orbits used to compute the betatron light scattered into the IR, visible, and UV with the plasma channel, electron beam emittance, and laser fields included self-consistently.

References


Towards Ultra-cold Molecules –
Laser cooling and magnetic trapping of neutral, ground-state, polar molecules for collision studies

Jun Ye

JILA and Department of Physics, National Institute of Standards and Technology and
University of Colorado, Boulder, CO 80309-0440
Email: Ye@jila.colorado.edu

Program Scope

One of the main scientific goals of this work is to achieve a significant improvement in
the phase space density of cold, ground-state, polar molecules, opening the door for an
external control by applied fields of dipolar interactions important for ultra-cold
collisions, certain chemical reactions, and coherent control concepts. We will build upon
our current successes in production, detection, and manipulation of cold, stable molecules
(hydroxyl radicals OH and formaldehyde H$_2$CO) in a molecular decelerating apparatus
based on the principle of time-dependent Stark shift. We will carry out research on laser
cooling of these already cold samples of molecules. The specific approach is based on
enhanced scattering via a high finesse optical cavity in the 300 nm region for cavity-
assisted laser cooling. Cold OH molecules will be loaded into a magnetic trap after
emerging from the Stark decelerator. We expect to lower the OH temperature from 15
mK to 100 µK and below, leading to an improvement in the phase space density by at
least a hundredfold. The low-temperature and high phase-space density cold molecular
sample will enable a new class of studies on collisions and inter-molecular dynamics. We
are particularly interested in the properties of elastic vs. inelastic collisions among the
cold polar molecules under various electromagnetic field configurations. An experiment
that will also be undertaken is to study the Hydrogen abstraction channel in the reaction
dynamics between OH and H$_2$CO under the presence of a controlled electric field and
with an exquisite control of the collision energy resolution.

Recent Progress

We have proposed a method for controlling a class of low temperature chemical
reactions. Specifically, we show the hydrogen abstraction channel in the reaction of
formaldehyde (H$_2$CO) and the hydroxyl radical (OH) can be controlled through either the
molecular state or an external electric field. We have also outlined an experiment for
investigating and demonstrating control over this important reaction. We have recently
demonstrated the first Stark deceleration of the H$_2$CO molecule, creating a molecular
beam of H$_2$CO to near rest, producing cold molecule packets at a temperature of 100 mK
with a few million molecules in the packet at a density of $\sim 10^5$ cm$^{-3}$.

We specifically consider the H-abstraction channel in the reaction of H$_2$CO and
OH: H$_2$CO + OH $\rightarrow$ CHO + H$_2$O. This reaction not only represents a key component in
the combustion of hydrocarbons, but also plays an important role in atmospheric chemistry where it is the primary process responsible for the removal of the pollutant, H$_2$CO. Near room temperature the rate of this reaction is weakly dependent on temperature, suggesting the barrier to the process (if any) is very low. Measurements of the thermal activation energy, $E$, are inconclusive, ranging from $E/R = 750$ K to $-931$ K, with the most recent measurement giving a value of $-320 \pm 57$ K. Here $R$ is the universal gas constant. The most accurate calculations predict the energy of the transition state for the abstraction to lie between $E/k_B = -700$ K and $+60$ K relative to the reactants, where $k_B$ is the Boltzmann constant. Experimentally so far, both OH and H$_2$CO molecules have been produced at low temperatures via Stark deceleration in our laboratory. In the case of spontaneous reaction, by magnetically trapping OH in the presence of a tunable bias electric field and “bombarding” the trap with decelerated H$_2$CO packets the OH - H$_2$CO total scattering and reaction rates can be mapped as a function of collision energy and applied electric field. Thus the activation energy can be measured. If the activation energy is positive, as some measurements and theory suggest, the collision energy tuning afforded by the Stark decelerator provides a direct way to measure the energy barrier to reaction. Unlike thermal kinetics studies, which rely on fitting the Arrhenius formula to reaction rates, the Stark decelerator can be used to tune the collision energy above and below the threshold energy.

The sensitive dependence of cold molecules on internal states and external electric fields engenders new prospects for probing and controlling the chemical reaction itself. The calculations suggest for the first time that chemical reactions, as well as collision cross sections, can be altered orders of magnitude by simply varying either the molecular state, or external electric field strength. At some low collision energies such as 1 mK, the applied external field has a profound influence on the reaction cross-section, mostly by accessing a very large number of resonant states. Different internal states of OH and H$_2$CO molecules involved in the reaction exhibit qualitative differences in dynamics, a direct consequence of the dipole-dipole interaction. For polar molecules in weak-field-seeking states, the dipole-dipole interaction can “shield” these molecules from getting close enough together to react chemically. Thus the cross section is strongly suppressed relative to that for strong-field-seekers. However, as the field is increased, the inner turning point of the relevant potential curve moves to smaller values, making the shielding less effective, and hence, the reaction more likely.

Another important capability for current experiments is the direct control of the H-abstraction reaction barrier height through an external electric field. During the H-abstraction process, the energy required to rotate one dipole moment (OH) versus the other (H$_2$CO) enables our proposed control of reaction dynamics using an external electric field. The important characteristic to note is that the hydrogen-bonded complex (HBC) forms along an attractive direction of the two electric dipoles, but in the transition state (TS) the OH dipole has essentially flipped its orientation relative to the H$_2$CO dipole. While an external electric field, which orients the molecules would allow (and perhaps even encourage) the formation of the HBC; it would add an energy barrier to the formation of the TS, and thus the H-abstraction channel through the OH dipole-field interaction. The addition to the energy barrier in going from the HBC to the TS would be 10 K under a high, yet attainable, electric field of 250 kV/cm. Thus, assuming a reaction barrier at a H$_2$CO collision speed of 223 m/s (60 K) the applied electric field would shift
the required collision velocity to 234 m/s, well within the resolution of the Stark decelerator.

The decelerator used for H$_2$CO is similar to the decelerator in our OH experiments. Molecules in a skimmed, pulsed supersonic beam are focused by an electrostatic hexapole field to provide transverse coupling into the Stark decelerator. The Stark decelerator is constructed of 143 slowing stages spaced 5.461 mm apart with each stage comprised of two cylindrical electrodes of diameter 3.175 mm separated axially by 5.175 mm and oppositely biased at high voltage (± 12.5 kV). Successive stages are oriented at 90° to each other to provide transverse guiding of the molecular beam. The geometry of the slowing stages provides an electric field maximum between the electrodes with the field decreasing away from the electrode center. We have produced cold molecule packets with a translational speed tunable from 350 m/s to 20 m/s, with a minimal thermal temperature of ~100 mK.

The H$_2$CO molecules are produced from the cracking of the formaldehyde polymer to produce the monomer, which is passed through a double u-tube apparatus. Xenon at 2 bar pressure is flowed over the collected H$_2$CO, held at 196 K where H$_2$CO has ~2.7 kPa (20 Torr) vapor pressure. This Xe/H$_2$CO mixture is expanded through a solenoid type supersonic valve producing a beam with a mean speed of 350 m/s with approximately a 10% velocity spread. H$_2$CO is detected using laser-induced fluorescence. The molecules are excited from the $|1_11>$ ground state by photons at 353 nm generated from a frequency-doubled, pulsed-dye laser pumped by Nd:YAG laser to the $\tilde{A}^1A_2$ electronically excited state with one quantum in the $\nu_4$ out-of-plane bending vibrational mode. Approximately 40% of the excited H$_2$CO decays nonradiatively, while the remaining molecules emit distributed fluorescence from 353 nm to 610 nm.

**Future Plans**

Our immediate plan is to start a magnetic trapping experiment with OH and test the idea of multiple loading of the magnetic trap to enhance the phase space density. With ultra-sensitive detection capabilities, we will be able to explore dynamics of cold molecular samples located inside electro-magnetic traps. It is possible to create OH magnetic traps with depths comparable to those in alkali atomic systems. Trapping OH molecules in a magnetic trap will be very interesting. The most important advantage is the gained freedom in controlling an external electric field without having to impacting strongly the trap dynamics. This would allow one to perform experiments that utilize an external electric field to influence and control the trapped dipolar gas sample. The second reason that a magnetic trap is favored over an electro-static trap is the possibility of accumulation of decelerated molecular packets emerging from Stark-decelerator. Thirdly, magnetic trapping would accommodate the possibility of spatially collocating both ultracold atoms and cold molecules, thus enabling interesting experiments on atom-molecule interactions, with the possibility of using the much colder atomic cloud to sympathetically cool molecules.

We are also making detailed feasibility studies on cavity based laser cooling of OH molecules. Experimental design of the high finesse cavity is in progress and will be quickly implemented once the cooling limitations are clearly understood.
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