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Laboratory Research Summaries
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Overview:
Our research focuses on understanding the basic principles underlying combined x-ray and optical interactions over an unprecedented range of intensities. Exploration of the extreme intensity regime for x-ray interactions is a new frontier enabled by the successful turn-on, in April 2009, of the world’s first hard x-ray free electron laser, the LCLS (Linac Coherent Light Source). We have been preparing for the exploration of high intensity x-ray interactions by theoretical studies [2,3,19,25]; the latter two form the basis for two experiments scheduled for the first beamtime period between September and December 2009. Understanding the nature of resonant and non-resonant x-ray absorption is an essential first step for prominent applications, such as single biomolecule imaging, that rely on unprecedented x-ray intensities of ~10^{22} W/cm^2. This understanding is best achieved with gas phase targets, where observations can be closely linked with theory.

In addition to the exploration of high intensity x-ray interactions, we also pioneer the control of basic x-ray interactions using high intensity optical lasers [1,9,16,26,28]. X-ray and optical interactions are linked through resonant x-ray absorption and with an intense optical field we have demonstrated, in March 2009 at the Advanced Light Source femtosecond x-ray beamline, that it is feasible to induce x-ray transparency via strong-field coherent coupling of core-excited Rydberg states, as previously proposed [26]. The predictive power of theory for the gas phase system, and the ultrafast, reversible nature of the induced transparency allow one to envision engineering applications such as imprinting femtosecond optical pulse shapes and sequences onto 100 picosecond x-ray pulses as available at synchrotron sources.

The use of hard x rays as weakly interacting probes of the dynamics of photoinduced processes represents the third thrust area of our program. This area utilizes traditional laser pump-x-ray probe methodologies to observe ultrafast processes with the aim of achieving joint picosecond and picometer resolution. With an interactive theoretical and experimental effort, we have investigated processes of interest to the ultrafast laser community, e.g. orbital hole dynamics following tunnel ionization [5,24], alignment dynamics in a laser produced plasma [17,30], and laser-induced alignment of molecules [6,10,18,21,22]. The latter represents an important application of AMO techniques to the LCLS goal of single biomolecule imaging, where the unknown orientation of the biomolecule poses a severe problem in image reconstruction. Our more fundamental goal is to understand the nature of laser-induced distortion of the molecular framework using x-ray scattering and spectroscopy techniques. This research is enabled by the tunable, polarized hard x rays at the Advanced Photon Source and drives two exciting advances to existing laser pump/x-ray probe methodologies - higher repetition rate laser excitation methods that can provide up to 6500-fold statistical improvement and 1-picosecond x-ray production. These developments will benefit a broad community including chemistry, condensed matter and materials science.
High-intensity x-ray science at LCLS

We are involved in a number of proposals at LCLS. Below we describe two experimental projects slotted for the September – December 2009 period where Argonne is the lead institution. The two theory projects scout new directions for experiments.


This experiment focuses on understanding the mechanisms of high intensity x-ray absorption using the prototypical neon atom for which extensive calculations have been carried out by members of this team. LCLS provides access to ultraintense x-ray radiation for the first time – and understanding the atomic response to this radiation is of fundamental importance with possible ramifications vis-à-vis biomolecule imaging. At high photon energy, the atomic response is dominated by inner shell photoabsorption. We expect sequential single photon absorption to dominate the FEL-atom interaction with, e.g., six-photon absorption leading to fully-stripped neon [25]. Such processes depend only on the fluence of the radiation. However, with ultraintense x-ray radiation (focused intensities of ~$10^{18}$W/cm$^2$) one can induce sequential K-shell absorption prior to the intraatomic Auger decay (2.4 fs) to create exotic hollow atom states with high probability. (At low x-ray intensity hollow atoms are formed only indirectly via electron correlation with very low yield.) These processes will exhibit a nonlinear FEL intensity dependence. Control of the hollowed electron shell can be achieved by selection of the photon energy.

We plan to track the evolution of the neon atom during its exposure to the focused FEL pulse using electron spectroscopy. Electron spectroscopy will provide distinctive signatures for competing ionization pathways. For example, see Fig. 1 which contrasts the PAP vs the PPA sequence, where P and A signify photo- and Auger electrons, respectively. Each photoabsorption process will provide a unique photoelectron signature and hollow atom formation can be detected both with photoelectron and hypersatellite Auger signatures. In comparison to ion charge state spectroscopy, the precise route to the highly charged ion can be viewed because each step provides an individual electron and all steps are visible in a single shot – as opposed to methods using simple recoil ion imaging where the final ion detected has been buffeted by many photoelectron/Auger emissions.

Fig. 1. Competing x-ray multiphoton mechanisms at high x-ray intensity.

In this experiment, we will investigate resonant nonlinear x-ray processes in atomic Ne at high x-ray intensity. Atomic neon is a simple target with dipole resonant features, at well-defined energies, within the photon energy range spanned by the LCLS at inception, ~800-2000 eV. Thus, it is a natural choice with which to test theoretical understanding of resonant non-linear x-ray processes. At high photon energies resonant absorption by inner-shell electrons will dominate all x-ray photoprocesses, with cross sections ~100× greater than those for non-resonant valence ionization. On an inner-shell resonance, absorption/stimulated emission cycles (Rabi flopping) will be the dominant photoinduced process. With this in mind, members of this group have calculated modifications to the resonant Auger effect induced by high intensity x-rays [19]. Calculations using the LCLS design parameters (10^{13} photons/pulse, 230 fs pulse duration, 1µm focal diameter) show that the x-ray peak intensity (~10^{18} W/cm²) is sufficient to induce Rabi oscillations in the 1s-3p transition at 867.1 eV within the 2.4 fs lifetime of 1s vacancy states. Oscillations are predicted to appear in single-shot resonant-Auger-electron line profiles, and averaging over an ensemble of shots produces a distinct broadening of the line profile.

Resonances can be used to enhance x-ray multiphoton processes. At photon energies less than the binding energy of the 1s electron, resonant two-photon absorption has a significantly larger cross section than non-resonant two-photon absorption; though both generate the same final state of the system - an atom with a 1s hole plus an s- or d-wave photoelectron. Capitalizing on this resonance phenomenon, we will study two-photon absorption in neon at 848.6 eV, where, in a simple scenario, the first photon ionizes the Ne 2p electron and the second photon excites the Ne⁺ 1s-2p resonance. Ne⁺ 1s⁻¹ K-LL Auger electrons will be the signature of this resonant two-photon creation of a 1s hole. This generation of a 2p hole orbital is advantageous for observing/studying the Rabi-cycling phenomenon; the Ne⁺ 1s-2p dipole matrix element is 5.6× larger than that for the 1s-3p transition in Ne. We will follow the response of the neon atom on two photon resonance at 848.6 eV as a function of x-ray FEL intensity. At low x-ray intensity, the signature of 1s hole creation will not be present, but as the intensity is raised, the Auger line will appear and then gradually broaden as Rabi-oscillations become important. A laser pump/x-ray probe experiment is also planned where the Ne 2p electron is ionized by an intense optical laser pulse to produce a clean target of Ne⁺[2p] from which Ne⁺ 1s-2p resonant x-ray absorption processes can be studied. At high x-ray intensities, Rabi oscillations can be studied and at lower x-ray intensities alignment of the Ne⁺ 2p hole state can be studied. This laser-pump/x-ray probe experiment is a simple, valuable spatial and timing overlap diagnostic.

X-ray two-photon photoelectron spectroscopy (R. Santra, N. V. Kryzhevoi6, and L. S. Cederbaum6)

Photoelectron spectroscopy is an outstanding technique for quantitatively characterizing the electronic structure of matter. Since the energy needed for the removal of an inner-shell electron is characteristic of the atomic species involved, inner-shell ionization using x rays allows one to determine the elemental composition of a sample. Furthermore, there is generally a measurable effect of the molecular environment on the binding
energy of an inner-shell electron. This phenomenon is known as chemical shift. Traditional x-ray photoelectron spectroscopy (XPS) is based on x-ray one-photon absorption. In Ref. [3], we demonstrated that the advent of x-ray free-electron lasers such as the LCLS will enable a novel kind of photoelectron spectroscopy: x-ray two-photon photoelectron spectroscopy (XTPPS). XTPPS is more sensitive to chemical effects and electronic many-body effects than is traditional photoelectron spectroscopy. In order to demonstrate the potential of XTPPS, we calculated the inner-shell single and double ionization spectra of the organic molecule para-aminophenol using many-body Green's function methods. A kinetic model was employed to determine the probability of inner-shell double hole formation in para-aminophenol exposed to an intense, one-femtosecond x-ray pulse. The resulting photoelectron spectrum at a photon energy of 1 keV was calculated. The theoretical work presented in Ref. [3] suggests that x-ray two-photon photoelectron spectroscopy using x-ray free-electron lasers will provide access to electronic-structure information not currently available.

**Above threshold ionization in the x-ray regime** (H. R. Varma, M. F. Ciappina, N. Rohringer, and R. Santra)

XTPPS exploits that at high photon energy, each photon absorbed interacts with a different inner-shell electron. A less probable process in the x-ray regime is above-threshold ionization (ATI). In order to understand the nature of ATI in the x-ray regime we studied two-photon ATI using atomic hydrogen as a model system [2]. Within the minimal-coupling formalism of nonrelativistic quantum electrodynamics, two distinct interactions---$A \cdot p$ in second order and $A^2$ in first order---contribute to the two-photon absorption amplitude. In Ref. [2], we assessed the relative importance of these two interactions. We found that above a photon energy of 6.8 keV, the contribution from $A^2$ to the total two-photon absorption cross section dominates. In this high-energy regime, above-threshold ionization is a nonsequential, purely nondipole process. The studies in Ref. [2] revealed the unexpected failure of the plane-wave model in calculating the two-photon cross section even at very high energies. The plane-wave model underestimates the photon energy at which $A^2$ becomes dominant by more than two orders of magnitude. We employed rate equations to calculate the probabilities of ionization by Compton scattering, one-photon absorption, and two-photon absorption. These calculations suggest that even at LCLS, at a photon energy of 6.8 keV, the most important mechanism leading to the ionization of atomic hydrogen remains Compton scattering.
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Control of x-ray interactions with strong laser fields

To date, ultrafast x-ray science has focused on using x-rays as weakly-interacting, linear probes to measure structural changes with atomic spatial resolution on the picosecond to femtosecond timescale. Ultrafast x-ray absorption spectroscopy, with its sensitivity to local electronic and atomic structure, has been used to track light-induced molecular dynamics in solution as well as electronic dynamics in solids. In the gas phase [7,20], our earlier work demonstrated phenomena such as orbital-hole alignment following tunnel ionization [24 and references therein], alignment in laser-produced plasmas [17,31] and controlled x-ray absorption from laser-aligned molecules [21]. All of these examples use light to modify the target system and x-rays to monitor the response.

Here we use light for a fundamentally different purpose – to control x-ray interactions with matter. We accomplish this by using optical radiation to modify the short-lived core-excited states accessed by x-ray absorption. This laser-induced modification is both ultrafast and reversible – allowing us to realize a femtosecond x-ray transmission switch. Our work is inspired by quantum optics studies of electromagnetically induced transparency at longer wavelengths. We have taken a combined theoretical [9,16,26,28] and experimental [1] approach and the abstract below discusses our experimental demonstration of ultrafast laser-induced transparency in neon performed at the Advanced Light Source Femtosecond Spectroscopy Beamline.

Fig. 2. Femtosecond Spectroscopy Beamline at the Advanced Light Source. Femtosecond x-ray and laser pulses are derived from the same 800 nm laser oscillator to provide x-ray/laser pulse synchronization to better than 100 fs. Inset shows the apparatus used to study ultrashort laser-induced transparency for x rays. Overlapped focused x-ray and laser pulses copropagate through a gas cell. Transmitted x rays are detected by an avalanche photodiode (APD). The x-ray pulses are generated at 1 kHz and the laser pulses at 500 Hz. The x-ray pulses alternately probe the target in the presence and absence of the laser.

To achieve active optical control of x-ray absorption we explore a new and unique regime of coherent strong coupling between short-lived core-excited states. In this regime, the strong-optical-laser coupling field required to induce Rabi flopping between core-excited states prior to inner shell decay also induces ionization and multilevel mixing on a timescale comparable to a single optical cycle (2.7 fs). Despite these complications, a femtosecond optical pulse is observed to efficiently and reversibly induce transparency in a gaseous medium nominally opaque to x rays, i.e. neon at the 1s→3p resonance at 867.1 eV. An ultrashort transparency window is created which dramatically increases, by a factor of three, the transmission of a femtosecond x-ray probe pulse. This transparency is most efficiently induced when the linearly polarized optical and x-ray pulses are polarized parallel to one another (See Fig. 3). Theoretical simulations for gas-phase neon, displayed in Fig. 3, were shown to have excellent predictive power.

Based upon this predictive power, one may proceed to applications – e.g. to imprint ultrafast laser pulse sequences onto long x-ray pulses as available at synchrotron sources [26]. Indeed, one can imagine using multiple optical control pulses in multicomponent media to achieve spectral and temporal control over a wide x-ray bandwidth. Since the dominant decay mechanism is intra-atomic, extension of optical control of x-ray absorption to condensed phase and molecular systems may also be feasible. Furthermore, the ability to optically control x-ray absorption on the ultrafast timescale may allow the exciting prospect of tuning the relative importance of absorption and scattering. Quantum control in the x-ray regime has been demonstrated here for a weak x-ray probe. The next frontier includes the use of intense free-electron lasers for nonlinear x-ray spectroscopy and experiments where x-rays are used as both control and probe pulses.

1Lawrence Berkeley National Laboratory, Berkeley, CA
Ultrafast x-ray probes of photoinduced dynamics

Third-generation synchrotron radiation facilities such as Argonne's Advanced Photon Source (APS) deliver tunable, polarized x rays with high photon flux and a pulse duration of about 100 ps. This pulse duration imposes a restriction on the kind of dynamical processes that may be studied or exploited at a third-generation synchrotron radiation facility. For processes on the appropriate timescale, the APS, with an average flux equal to that of the LCLS, is an outstanding weakly interacting probe of structure and dynamics – with excellent stability, user-controlled tunability, and ease of access. Understanding the structure of adiabatically aligned molecules represents one area where the x-ray pulse length does not hamper experiments. Abstracts below describe work toward this scientific goal and other x-ray probe studies of ultrafast laser-induced dynamics. In addition, developments to efficiently use the entire APS flux for laser pump/x-ray probe studies with high repetition rate lasers and to shorten the pulse duration to 1 ps are described.

X-ray scattering from laser-aligned molecules (S.H. Southworth, R.W. Dunford, P. J. Ho, E. P. Kanter, B. Krässig, J. J. Lin, A. M. March, R. Santra, D. Starodub, L. Young) In the presence of a strong nonresonant linearly polarized laser field, molecules align due to interaction of the laser electric field vector with the molecular anisotropic polarizability. The alignment process is of intrinsic interest and of interest in applications to spectroscopy and photophysics, quantum control, high-harmonic generation, chemical reactivity, liquids and solvation, and x-ray structural determination. Molecular alignment is normally probed by additional laser pulses that dissociatively ionize the molecule within an ion spectrometer that projects the fragments onto a position-sensitive detector and displays asymmetric fragmentation patterns. Our approach is different; we employ an x-ray microprobe of an ensemble of aligned molecules, as shown in Fig 4.

A resonant x-ray absorption probe of quasiadiabatically aligned bromotrifluoromethane molecules was demonstrated both experimentally and theoretically in Ref. [21]. The next natural step is to consider elastic x-ray scattering. Theoretical and calculational studies of x-ray scattering by laser-aligned molecules are presented in Refs. [6,10]. Our experimental program makes use of monochromatic x rays at Sector 7 of the Advanced Photon Source (APS) and broad-band x rays at Sector 14 of the APS. Both beamlines include 800-nm, 1-kHz laser systems synchronized with the x-ray pulses for pump-probe experiments.
We have developed a molecular-beam target chamber and related instrumentation for spatially and temporally overlapping microfocused laser and x-ray pulses at Sector 7. Since this beamline provides monochromatic x rays, the instrument has been used primarily for resonant x-ray absorption spectroscopy of laser-ionized and laser-aligned atoms and molecules [4,17,21,24,31]. However, the target chamber was also used in the past year to develop and test instruments and methods needed for x-ray scattering from laser-aligned molecules. First, experience was gained in using large-area, position-sensitive detectors to record x rays scattered from a cw molecular beam. Second, a heated, 1-kHz pulsed valve was used to produce a molecular beam of p-dibromobenzene seeded in high-pressure helium for rotational cooling. Para-dibromobenzene has a high anisotropic polarizability, and the technical goal is to produce a rotationally-cooled molecular beam that is well suited for laser alignment.

A new target chamber is being developed for x-ray scattering from laser-aligned molecules using the high-flux (~10^{10} x rays/pulse), pink-beam (ΔE/E ~2%) x rays at Sector 14. This beamline and endstation are optimized for time-resolved x-ray scattering studies of laser-pumped crystalline targets, e.g., for biomolecular or materials research. We will replace the crystalline targets with laser-aligned molecular beams and record diffraction patterns to compare with theory [6,10]. Our initial goal is to record x-ray scattering patterns from a skimmed, cooled, laser-aligned molecular beam of p-dibromobenzene. Long-term goals include experimental and calculational studies of strong-field-laser-induced distortion of molecular geometries. We will focus on relatively small molecules for basic studies of the physical processes, but the results will be relevant to the much anticipated experiments at x-ray free-electron lasers to investigate non-crystalline biomolecules and nano-particles. In addition, the techniques developed at the APS may provide an alternative approach to free-electron lasers for structural studies of non-crystalline materials.

**X-ray scattering from impulsively aligned molecules** (P.J. Ho, M.R. Miller, R. Santra)

In previous theoretical and experimental work, we focused on resonant x-ray absorption [18,21,22] and elastic x-ray scattering [10] by small, adiabatically aligned molecules. In the adiabatic alignment regime, it is possible to ensure that the alignment duration is comparable to the x-ray pulse duration. However, in this alignment regime, the molecules are aligned only when the strong alignment field is present. Alternatively, a short, intense laser pulse may be employed to create a spatially aligned molecular sample that persists after the laser pulse is over. In Ref. [6], we theoretically investigated whether this impulsive molecular alignment technique may be

Fig 5. Simulated ultrafast x-ray diffraction imaging of bromine molecules at 1K kicked by a horizontally polarized 50-fs laser pulse, centered at t=0 with a peak intensity of 3 × 10^{13} W/cm^2.
exploited for experiments using x-ray pulses from a third-generation synchrotron radiation facility. Using a linear rigid rotor model, the alignment dynamics of model molecular systems with systematically increasing size were calculated utilizing both a quantum density matrix formalism and a classical ensemble method. For each system, the alignment dynamics obtained for a 95-ps laser were compared to those obtained for a 10-ps laser pulse. The average degree of alignment after the laser pulse, as calculated quantum mechanically, increases with the size of the molecule. This effect was quantitatively reproduced by the classical calculations. The average degree of impulsive alignment was found to be high enough to induce a pronounced linear dichroism in resonant x-ray absorption using the intense 100-ps x-ray pulses currently available at the APS. However, for structural studies based on elastic x-ray scattering, bright x-ray pulses with a duration of 1 ps or shorter will be required in order to make full use of impulsive molecular alignment. This can be seen in Fig. 5 where the x-ray scattering patterns are shown for bromine molecules excited with 50 fs laser pulses. Currently, we are collaborating with Dilano Saldin and Abbas Ourmazd (University of Wisconsin, Milwaukee) on extracting molecular-structure information from x-ray scattering patterns of laser-aligned symmetric-rotor molecules.


There is typically a large mismatch in repetition rates between the lasers (1-5 kHz) and x rays (6.5 MHz at the Advanced Photon Source) used for pump/probe experiments at synchrotron-radiation facilities. The mismatch is due to the need in many experiments to generate laser pulses of sufficient energy (~1-5 mJ/pulse), and therefore low rep-rate amplifiers are needed for typical average powers of ~1-5 W. For example, pulse energies of ~1-5 mJ are needed to produce sufficient densities of laser-aligned molecules or to produce sufficient energies of 2nd - 4th harmonics for near-UV excitation of solvated molecules. Consequently, synchrotron x rays are not efficiently utilized, and data rates are far lower than they could be with higher rep-rate lasers. A potential solution to the rep-rate limitation is to use passive enhancement cavities as pioneered by the JILA group [R. J. Jones et al., Phys. Rev. Lett. 94, 193201 (2005)] to enhance intra-cavity pulse energies by factors as high as ~600. High rep-rate μJ pulses can then be increased to the required mJ regime. Our collaboration has initiated a research program to develop high rep-rate laser techniques for efficient utilization of x rays at the APS. The possible 6500x statistical gain will pave the way toward high precision x ray absorption spectroscopies for gas phase systems.

The heart of the project is presently a 10-W average power, 1064 nm laser that operates over the 50 kHz - 6.5 MHz rep rate range with either 10 ps or 130 ps pulses. The laser was purchased through Argonne LDRD funding, and that funding has also been used to hire two postdoctoral researchers, Anne Marie March and Andrew Stickrath, to develop the high rep-rate techniques and perform first experiments at the APS. Our collaboration includes beamline scientists, laser scientists, and researchers with diverse interests in time-resolved x-ray science, including atomic, molecular, chemical dynamics, materials science, and applied science. In the past year, the basic laser system has been installed and augmented by components needed for locking to the 352 MHz RF system at
APS and for pulse picking and phase-control synchronization of the laser and x-ray pulses. A dedicated data acquisition system was also developed that will work smoothly with other EPICS-based network-control systems at the APS, e.g., beamline control and data acquisition systems.

As a feasibility test, a simple passive cavity was locked to the laser pulses. The optics and controls needed for a working passive cavity are being developed and tested at JILA, and that system will soon be combined with the laser at Argonne. In addition, components and methods are being developed for implementation of the first high-repetition-rate experiments on gas-phase molecules and production of 2nd and 3rd harmonic radiation for molecular charge-transfer excitation in fast-flow liquid jets.

**Picosecond x rays at the Advanced Photon Source** (B. Krässig, R.W. Dunford, E.P. Kanter, S.H. Southworth, L. Young, Solar Energy Conversion Group, APS staff)

Efforts are underway to shorten the duration of the x-ray pulses produced at Argonne’s Advanced Photon Source by a factor of 100 down to about 1 picosecond. This complex project has been named the Short Pulse X ray project (SPX). This will enable researchers from a variety of different fields to study the time evolution of their dynamically evolving samples on an atomic scale. The bunch shortening will be achieved by rotating the electron bunch in its phase space using a set of deflecting RF cavities, a scheme developed by Zholents et al. [Nucl. Instrum. Meth. A 425, 385 (1999)]. In this scheme the bunch rotation induced by the first cavity is reversed by the second, leaving the beam characteristics outside the section between the two deflecting cavities unaffected. This rf-deflection scheme works well only on high energy storage rings of large diameter.

This past year the decision was made to pursue only the high repetition rate version of the SPX, which requires superconducting rf cavities. In view of this, in collaboration with Jefferson Lab, there has been successful testing of a prototypical single-cell superconducting rf cavity led by Ali Nassiri of the Accelerator Operations Group. The technical challenge is to create a compact multicell deflection cavity with the requisite voltage gradient (>4 MV/m) that occupies a small fraction of a straight section in the APS storage ring. In addition, SPX implementation and the required R&D has become an integral part of the APS Renewal Document. The AMO group will be involved in developing science drivers and beamline design for the SPX.

**A simple cross-correlation technique between infrared and hard x-ray pulses** (B. Krässig, R.W. Dunford, E. C. Landahl, S.H. Southworth, L. Young)

In Ref. [4] we report a gas phase technique to establish the temporal overlap of ultrafast infrared laser and hard x-ray pulses. The technique uses tunnel ionization of a closed shell atom in the strong field focus of an infrared laser beam to open a distinct x-ray absorption resonance channel with a clear fluorescence signature. This process has an intrinsic response of a few femtoseconds and is nondestructive to the two photon beams. It provides a step-functionlike cross-correlation result. The details of the transient provide a diagnostic of the temporal overlap of the two pulses.

**Multichannel coherence in strong-field ionization** (N. Rohringer and R. Santra)

Atomic and molecular ions generated by a strong optical laser pulse are not in general in the electronic ground state. The density matrix for such ions is characterized by the
electronic quantum-state populations and by the coherences among the electronic quantum states. Nonvanishing coherences signal the presence of coherent electronic wave-packet dynamics in the laser-generated ions. For noble-gas atoms heavier than helium, the most important channels populated via strong-field ionization are the outer-valence single-hole states with a total angular momentum of \( j=3/2 \) or \( j=1/2 \). Complete ion quantum state populations, i.e., the diagonal elements of the ion density matrix in the ion eigenstate basis, were determined experimentally and theoretically in Refs. [27] (Xe) and [24] (Kr). An important question is whether the ion density matrix has, in fact, any nonzero off-diagonal elements. Are there any coherences? In order to answer this question, we have developed in Ref. [5] a time-dependent multichannel theory of strong-field ionization. We derived the ion density matrix and expressed the hole density in terms of the elements of the ion density matrix. Our wave-packet calculations demonstrated that neon ions generated in a strong optical field (800 nm) are almost perfectly coherent. In strong-field-generated xenon ions, however, the coherence is substantially suppressed. We are currently collaborating with Steve Leone (University of California, Berkeley) and Ferenc Krausz (Max Planck Institute for Quantum Optics, Garching) to determine, experimentally and theoretically, the complete ion density matrix, including coherences, of strong-field-generated Kr ions.
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The J.R. Macdonald Laboratory focuses on the interaction of intense-laser pulses with matter. The targets include neutral single atoms and molecules in the gas phase, single ions in our accelerator beams, trapped atoms in our MOTRIMS systems, and nanostructures. In addition we pursue several outside collaborations at other facilities and with other groups (e.g., ALS, ALLS, Århus, Auburn University, University of Colorado, Columbia University, FLASH, LCLS, Max-Planck Institutes for Quantum Optics (MPQ) and Kernphysik (MPI-K), Sao Carlos, Tokyo, Weizmann Institute of Science, and others). Most of our laser work is associated with one or more of the following themes:

1) **Attosecond physics**: The ultimate goal of this work is to follow, in real time, electronic motion in atoms and molecules. We have characterized the temporal shape of single attosecond pulses generated by the generalized double optical gating (GDOG) method – 260 as pulses. We have employed these pulses to control and monitor electron dynamics in He atoms. Using an attosecond pulse train in an EUV/infrared pump-probe scheme we have explored He and D₂ targets. The quantitative re-scattering theory for high energy above-threshold-ionization electrons and high-harmonic generation has been developed and applied both to determine the target and electron wave-packet properties as well as to retrieve the laser field parameters.

2) **Time-resolved dynamics of heavy-particle motion in neutral molecules**: We have continued our studies on the time evolution of heavy particle motion in simple molecules, such as N₂ and CO, following excitation by an ultrashort laser pulse. For example, we have demonstrated the impact of the time delay on the competition between asymmetric and symmetric charge breakup of N₂⁴⁺. On the theory side, this involves including nuclear vibration and rotation in addition to the electron excitation as part of the quest for a more complete theoretical description of atoms and molecules in strong fields. For example, we have studied imaging the ro-vibrational nuclear dynamics of small molecules in strong laser fields.

3) **Control**: Methods for controlling the motion of heavy particles in small molecules continue to be developed. Theoretically, the ability to control the dissociation of molecules (e.g., H₂⁺) into different final channels has been investigated by the application of pulse pairs or carrier-envelop phase (CEP) control. Experimentally, we have localized the electron on a specific nucleus of a dissociating D₂⁺ in a two-color experiment on D₂ using the phase as a control knob. We have completed the development of a 3D VMI imaging setup for studies of molecular alignment and orientation, and initiated first measurements. The MOTRIMS technique has been used to study photoassociation with excitation (PAE) of Rb₂ with the goal of enhancing this process by shaping the spectral phase.

4) **Studies involving simultaneous use of laser and accelerators**: We have continued our investigations of the ionization and dissociation of molecular-ion beams from our ECR source, which was recently replaced by a new permanent magnet ECR. We have focused this year on the simple polyatomic molecule, H₃⁺, and its isotopologues, while continuing our work on H₂⁺ and other diatomic molecules. For example, we have demonstrated that vibrational trapping – predicted by aligned-molecule calculations – vanishes if nuclear rotation is included in the
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1Details of the projects are provided in the individual contributions of the PIs: I. Ben-Itzhak, Z. Chang, C.L. Cocke, B.D. DePaola, B.D. Esry, V. Kumarappan, C.D. Lin, I.V. Litvinyuk and U. Thumm.
calculations. Instead, the reduced dissociation probability is due to the fact that the vibrational
dipole matrix elements are smaller – this explanation was also verified experimentally.

5) **Photons from the KLS interacting with solids and clusters:** The study of electron
dynamics in photo-ionization and excitation of nanotubes has been conducted in collaboration
with Professor T. Heinz from Columbia University. Theoretical investigation of attosecond time-
resolved photoelectron spectroscopy of metal surfaces has been carried out.

In addition to the laser related research, we are conducting some collision studies using our
high and low energy accelerators. Some of this work is conducted in collaboration with visiting
scientists (for example, S. Lundeen, J. Shinpaugh & L. Toburen, E. Wells).

Finally, it is hard to summarize this year without mentioning the Attosecond Physics
meeting that we will be hosting in late July 2009 and the recent hire of **Matthias Kling** as an
assistant professor in our department. We are confident that this hire will strengthen our
attosecond physics efforts.
Structure and Dynamics of Atoms, Ions, Molecules, and Surfaces:
Molecular Dynamics with Ion and Laser Beams
Itzik Ben-Itzhak, J. R. Macdonald Laboratory, Kansas State University
Manhattan, Ks 66506; ibi@phys.ksu.edu

The goal of this part of the JRML program is to study the different mechanisms for molecular fragmentation initiated by ultrashort intense laser pulses or following fast or slow collisions. To that end we typically use molecular ion beams as the subject of our studies and have a close collaboration between theory and experiment1. Examples of our recent work are given below.

Benchmark measurements of H$_3^+$ nonlinear dynamics in intense ultrashort laser pulses, J. McKenna, A.M. Sayler, B. Gaire, Nora G. Johnson, K.D. Carnes, B.D. Esry, and I. Ben-Itzhak

The H$_3^+$ molecule is the simplest polyatomic molecule. It has a unique triangular geometry and is expected to play a major role on the road to a better understanding of complex molecules in intense ultrashort laser pulses. It is just at the edge of what one can expect theory to handle, and our goal is to present first benchmark measurements of this fundamental system.

Extensive laser studies of the hydrogen molecule and molecular ion [1,Pub. #13] provide the basis for our understanding of diatomic molecules in intense ultrafast laser pulses. One expects that H$_3^+$ studies will lead to better understanding of polyatomic molecules in intense fields because it may become possible to treat this non-perturbative system theoretically in the near future. However, H$_3^+$ has eluded experimentalists until recently, and even using intensities on the order of $10^{16}$ W/cm$^2$ – normally sufficient to at least dissociate a molecule – did not generate any detectable breakup signal.

Using the high detection efficiency of our coincidence 3D momentum imaging technique [2,Pub. #3,10,13,14] we have managed to study the dissociation and ionization of D$_3^+$ – we favor D$_3^+$ over H$_3^+$ to avoid the HD$^+$ contaminant present in the latter beam. Our initial measurements of D$_3^+$ fragmentation in intense ultrafast laser pulses provide detailed information about the different breakup channels and their intensity dependence as shown in Fig.1(Left). Moreover, kinetic energy release (KER) and angular distributions of two-body and three-body breakup (the latter are shown in the right panel of Fig. 1) were also obtained.

First, the intensity dependence, shown in Fig. 1(Left), indicates that two-body breakup dominates the dissociation of D$_3^+$ in the laser pulses used in our studies. This differs significantly from dissociation of neutral H$_3$ following dissociative recombination, i.e. H$_3^+ + e^- \rightarrow H + H + H$, [3,4]. Second, single ionization is dominated by two-body breakup at low intensities while three-body breakup takes over for intensities above about $3 \times 10^{15}$ W/cm$^2$. Qualitatively, this can be understood by looking at the potential energy surfaces (PES) of the transient D$_3^{2+}$ (calculated by Esry who solved the Born-Oppenheimer equation in three-dimensions using B-splines, and shown in the inset of Fig. 1(Left)). Dissociation on the ground state mainly leads to D$^+ + D_2^+$, while in contrast the excited electronic state leads solely to D$^+ + D^+ + D$. As the laser intensity increases the excited state population increases thus leading to three-body breakup domination.

Arguably the most insightful information on D$_3^+$ breakup is provided by the alignment, $\theta$, and orientation, $\chi$, dependence of the molecular plane relative to the laser polarization (see definitions in Fig. 1(right)). These are determined from the momenta vectors of the three fragments measured in our 3D imaging scheme. Both single and double ionization are more likely when the laser polarization is within the molecular plane, i.e. $\theta=90^\circ$. This is consistent
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with the MO-ADK theory [5], which predicts a higher tunneling-ionization rate in the direction that that wave function extends further – that is within the molecular plane for the H$_3^+$ molecule. What is not clear yet is why single and double ionization follow a similar angular dependence, specifically $\sin^3 \theta$. The orientation dependence for double ionization exhibits peaks every 60°, i.e. every time a deuteron is dissociating along the electric field (recall that the field flips direction periodically within the laser pulse). This also can be explained by the fact that the electronic wave function extends further along these directions than in between the nuclei in the H$_3^+$ triangular configuration. However, in contrast to the similarity in alignment, single ionization shows a completely different orientation than double ionization. The dominant feature is aligned with the polarization, i.e. D fragments prefer to dissociate along the field. In addition, a weaker breakup feature appears at $\chi = 90^\circ$, which becomes larger for the longer 40 fs pulses. This indicates that more complex dynamics are responsible for the orientation effect. This project was presented as invited talks at ICOMP 2008 and at DAMOP 2009 – the latter by my post doc., Jarlath McKenna, and a first manuscript has been submitted [Pub. #20].

**Figure 1.** Left: Normalized rates for D$_3^+$ fragmentation channels as a function of laser intensity using 7 fs, 790 nm laser pulses. The rates have been normalized to the ion beam current of ~5 nA. The inset shows cuts of the lowest two potential energy surfaces calculated for D$_3$$^{2+}$, where $R$ and $r$ are defined by the diagram. Right: (a,b) The alignment, $\theta$, of the normal vector to the molecular plane relative to the laser polarization – see inset for definitions ($\theta > 180^\circ$ is mirrored to complete the polar plot): (a) Double ionization and (b) single ionization, for 7 fs, 10$^{16}$ W/cm$^2$ laser pulses. The fits to the data are $\sin^3 \theta$ angular distributions. (c,d) The orientation, $\chi$, of the velocity vector of the D$^+$ and D fragments of double and single ionization, respectively, relative to the projection of the laser polarization within the molecular plane (for large fields within the molecular plane, i.e., $60^\circ< \theta <120^\circ$): (c) Double ionization for 7 fs pulses, and (d) single ionization for 7 fs and 40 fs pulses. The error bars show the statistical error of the data.


The goal for these projects was to extend our knowledge of H$_2^+$ and apply it to more complex molecules in intense ultrafast laser pulses.

Studies of the benchmark H$_2^+$ and H$_2$ molecules provide the foundation for our understanding of the behavior of diatomic and somewhat more complex molecules in intense ultrashort laser pulses. To extend this knowledge base, we explored enhanced ionization in both these targets in collaboration with Lew Cocke’s group (Pub. #12). We also studied dissociation and ionization of
HD\(^+\) in 395 & 790 nm pulses (Pub. #19), and in particular the role of the HD\(^+\) permanent dipole (Pub. #17). Taking advantage of our improved energy resolution we have studied the KER shift as a function of the sign of the pulse chirp, revisited the vibrational suppression in H\(_2^+\) dissociation, and found clear evidence for the elusive zero-photon dissociation mechanism [6]. In addition, we studied the formation of metastable D\(^*\) fragments from a neutral D\(_2\) target exposed to intense laser fields. All these projects benefited from the strong collaboration with the theory group of Esry.

Armed with better understanding of the benchmark systems above, we explored more complex molecules. For example, we identified dissociation paths leading to very high KER in N\(_2^+\) beam targets (pub #11). We conducted a study of multiple ionization of N\(_2^+\), O\(_2^+\), CO\(^+\) and NO\(^+\), showing that these molecules tend to stretch between consecutive ionization steps, i.e. they follow a stairstep mechanism (Pub. #18). We also investigated an electronic and vibrationally cold CO\(_{2^+}\) target – a two-level system undergoing perpendicular transitions. For this unique target we observe bond softening and 2-photon above threshold dissociation peaks, nicely separated by the photon energy.

In addition to our laser studies, we have conducted a few ion-molecule collision experiments [see, for example, Pub. #15,16]. We have also finished upgrading our molecular dissociation imaging setup – a project that was the topic of the M.Sc. Thesis of my student, Nora G. Johnson – and initiated studies of collisions of a few keV molecular ion beams with atomic targets. For example, at present we are investigating HeD\(^+\) + He collisions.

**Future plans:** We will continue interrogating H\(_2^+\) beams with laser pulses, in particular exploring the effect of a two-color field, and then begin pump-probe experiments, which are a challenge due to the low target density of ion beams. We will also continue our studies of more complex molecules such as H\(_3^+\) isotopologues, CO\(_{2^+}\) etc. We are in the process of improving the collision setup to enable high resolution Q-value measurements and will continue kinematically complete studies of dissociative capture and collision induced dissociation at keV energies.


**Publications of DOE sponsored research in the last 3 years:**


Characterization and applications of isolated attosecond pulses generated with double optical gating

Zenghu Chang

J. R. Macdonald Laboratory, Department of Physics, Kansas State University, Manhattan, KS 66506, chang@phys.ksu.edu

The goals of this aspect of the JRML program are (1) to measure the pulse width and phase of the single isolated attosecond pulses generated with a double optical gating, (2) to use the isolated attosecond pulses for studying electron dynamics during the autoionization of helium and for directly measuring field distributions in Bessel beams.

1. Temporal characterization of the isolated attosecond pulses generated with a generalized double optical gating, Ximao Feng, Steve Gilbertson, Hiroki Mashiko, Sabih Khan, Mike Chini, He Wang, Yi Wu and Zenghu Chang.

Isolated attosecond pulses are powerful tools for exploring electron dynamics in matter [1]. We developed a double optical gating (DOG) technique for generating single isolated attosecond pulses with multi-cycle pump lasers [2-6]. The pulse duration and phase of such pulses were measured using the Complete Reconstruction of Attosecond Burst (CRAB) method [7-8]. The double optical gating is a combination of the two-color gating and the polarization gating. The DOG allows a wider gate than the polarization gating, which significantly reduces the depletion of the ground state population. The longest pulses one can use for generating single attosecond pulses with DOG are 10 to 15 fs. To loosen the requirement for the laser pulse duration more, we need to reduce the ground state population depletion from the leading edge of the laser pulse. The idea is to create a polarization gating field with two counter-rotating elliptically polarized pulses, which is a generalization of double optical gating (GDOG). In the GDOG case, because the field strength before the gate is lower, 20 fs input laser pulses for argon and 30 fs lasers for neon can still generate isolated attosecond pulses.

In our experiment, the laser field for GDOG was created using birefringent optics as shown in Fig. 1 (a). A linearly polarized pulse from a carrier-envelope phase stabilized laser [9-15] was incident on the first quartz plate, which had its optical axis oriented at 45 degrees with respect to the input polarization. This created two orthogonally polarized pulses with a delay between them. The combination of the second quartz plate and a barium borate (BBO) crystal, with their optical axes set in the plane of the input polarization, acts as a quarter waveplate. Finally, a fused silica Brewster window was added. Together they created the required polarization gating field with two counter-rotating elliptically polarized pulses. The isolated XUV pulses were measured using the CRAB (Complete Reconstruction of Attosecond Bursts) method based on attosecond streaking. A Mach-Zehnder interferometer configuration shown in Fig. 1 (b) was used to control the temporal and the spatial overlap of the attosecond XUV field and the near infrared (NIR) streaking field. Figures 2(a) and (b) show the experimental and retrieved CRAB traces. Figure 2(c) shows the temporal shape and phase of the 260 as XUV pulse. The frequency marginal comparison shows good agreement as indicated in Fig. 2(d). The minor modulation in the spectrogram comes from the attosecond pre- and post-pulses. However, their intensities were three orders of magnitude lower than the main pulse, as shown in the inset of Fig. 2(c). Here, from the reconstructed streaking field the NIR intensity was estimated to be $2.8 \times 10^{11}$ W/cm$^2$ at the second gas target. We have also generated single isolated attosecond pulses with 30 fs amplifier laser pulses.

The generation of isolated attosecond pulses with 20 to 30 fs lasers offers two advantages. First, they are much easier to work with than the fragile $\leq5$ fs lasers used in previous attosecond generation experiments. Second, their energy can be much higher than the few-cycle lasers, which allows the scaling of isolated attosecond pulses to the energy level needed for studying nonlinear phenomena.
2. Controlling and monitoring electron dynamics in helium atoms. Steve Gilbertson, Ximao Feng, Michael Chini, Sabih Khan, He Wang, and Zenghu Chang.

The isolated attosecond pulses generated with a double optical gating allowed us to investigate the much faster electron dynamics in atoms and molecules. Being an atom that has only two electrons, helium is a perfect target for studying correlated electron dynamics. Autoionization is one of the processes dominated by electron-electron interactions. In 1963, it was observed by exciting helium atoms with XUV light from synchrotrons.

When a helium atom in its ground state absorbs an XUV photon with energy of 60.1 eV, a single electron can be emitted leaving the other electron in the ground state of He\(^+\). Alternatively, both electrons can be excited to the 2s2p state. This state can then “autoionize” with one electron returning to the ground state and the other electron being liberated from the atom. The so-called “Fano profiles” present in an XUV absorption spectrum from helium is the result of the interference between the direct photoionization channel and the autoionization channel, as depicted in Fig. 3. The lifetime of the 2s2p state, estimated from the width of the Fano spectral profile is \(\approx 17\) fs. Observing the autoionization process in time domain is almost impossible using synchrotron light because its pulse duration is on the picosecond level.

Recently, we conducted the first experiment on autoionization using isolated attosecond pulses. The scheme is also included in Fig. 3. An isolated XUV pulse with 136 as duration which has a spectrum covering the range from 30 to 70 eV ionized and doubly excited helium atoms. A 9 fs laser pulse centered at 780 nm also acted on the atom. The intensity of the near infrared (NIR) laser is on the order of \(1\times10^{12}\) W/cm\(^2\), which is intense enough to ionize the electrons in the 2s2p state before they completely decayed through autoionization. As a result, the contrast between the autoionization to the Fano profile can be controlled by either the laser intensity or the delay between the attosecond excitation pulse and the NIR ionization laser pulse. This allowed us to control the coupling strength of the two channels that interfere or the so-called q parameter, which was almost impossible to do without using attosecond pulses to start the autoionization process. Thus attosecond pulses make it possible to control electron dynamics in atoms. The whole process can be time resolved by streaking the photoelectrons with the NIR laser field.
To observe the controllable autoionization process, we used an interferometric attosecond streak camera that is similar to the one for charactering the attosecond pulses except that detection gas was helium. The attosecond pulses were generated from neon gas with DOG using 1.5 kHz, 9 fs laser pulse centered at 780 nm. The single attosecond pulses were then used to populate the 2s2p resonance in helium. Figure 4(a) shows the spectrum of the photoelectron from helium as a function of the delay between the attosecond pulse and the IR pulse. The 2s2p autoionization resonance occurs at 35.5 eV in photoelectron energy. When the IR pulse comes first, the resonance is stronger than when it lags behind the XUV pulse. We attribute this to depletion of the autoionization resonance by the IR pulse due to multiphoton ionization. Since the helium atom is in the 2s2p doubly excited state, only 5.2 eV more is required to ionize the atom.

![Fig.3 Principle of controlling autoionization of helium](image)

![Fig.4 (a) Experimental streaked spectrogram in helium. (b) Calculated ionization probability.](image)

The PPT ionization rate was used to estimate of the depletion of the doubly excited state. The intensity of the IR field was estimated to be ~7 x 10^{11} W/cm². This yielded a final ionization probability of 0.6 as shown in figure 4(b). Also shown is the total counts integrated over the width of the 2s2p resonance as a function of delay. These results confirm that the coupling strength of the two ionization channels, direct and auto, can be controlled by varying the IR intensity and delay. The experimental results was explained by calculations based on the strong field approximation (SFA). In this model, the XUV attosecond field simultaneously can either excite the two ground state electrons to the 2s2p discrete resonance state, or free one of them to the continuum states. The resonant state then autoionizes into the continuum with decay amplitude given by

\[ \Gamma = \frac{\Gamma_q}{2} \left( 1 - \frac{E_r}{E} \right), \]

where \( E_r \) is the resonance energy and \( \Gamma \) is the resonance width. The parameter \( q \) indicates the relative probability of excitation to the resonant state and direct photionization to the continuum. Finally, both the direct photionized and autoionized electrons propagate in the NIR field. The results agreed well with the experiments.

The isolated attosecond pulses were also used in mapping out the electric field in a femtosecond Bessel beam[16]. We have participated in studying dynamics in molecules (led by Ben-Itzhak) [17,18], and x-ray lasers (led by Rocca at Colorado State University) [19]. We also worked on micro-machining using the ultrafast lasers lead by Lei at KSU [20].
PUBLICATIONS (2007-2009) (All publications in 2006 and most of 2007 papers are not included):

Structure and Dynamics of Atoms, Ions, Molecules and Surfaces: Two-color probing of atomic and molecular systems and EUV/IR pump-probe experiments

C.L.Cocke, Physics Department, J.R. Macdonald Laboratory, Kansas State University, Manhattan, KS 66506, cocke@phys.ksu.edu

During the past year we have concentrated at KSU on two projects. We have used two-color (800nm/400nm) beams to investigate left-right asymmetry in the emission of electrons from Xe and the dissociation of $H_2$ and $D_2$. We have used a EUV/IR pump-probe setup to continue our investigation of the ionization of He in the presence of an IR field and to investigate the IR induced gerade/ugraade mixing in $D_2^+$ after the production of this molecule by a EUV pulse. We have continued to pursue collaborations at the ALS and JILA/Univ. of Colorado.

Recent progress:

1. Two-color experiments: D. Ray, W. Cao, Z. Chen, S.De, H. Machiko, K.P. Singh, P. Ranitovic, I. Znakovskaya, G.G. Paulus, M.F. Kling, C.D. Lin, I.V. Litvinyuk and C.L. Cocke. We have developed a compact, robust, in-line optical system which converts an 800nm laser beam into a superposition of 800nm and 400nm with adjustable phase between the two colors. Such a field has a controlled left/right asymmetry and allows us to study effects similar to those seen with CEP (carrier-envelope-phase) stabilized beams [1]. We have performed two types of experiment: (1) In collaboration with the group of C.D. Lin we have used theoretical quantitative rescattering modeling of the plateau component of the Xe electron spectrum to deduce, from an experimental spectrum, the intensities of both components of the two-color field and the relative phase. Especially the phase is very reliably extracted from this analysis. A manuscript is in preparation. (2) We have measured the asymmetric emission of $D^+ (H^+)$ ions from the fragmentation of $D_2 (H_2)$ by such a two-color field [2,3]. A strong dependence of the asymmetry on the ion energy is found. Different dependences of the asymmetry on the phase of the two colors is found in three regions of ion energy release, namely one photon, two photon and rescattering dissociation regions. A sample spectrum is shown in fig. 1. A model calculation carried out by F.He [4,5] and U. Thumm reproduces many of the observed effects. The physical process in play for the rescattering component is similar to that reported with CEP stabilized pulses by Kling et al. [1]; the behavior of the asymmetry in the low ion energy region has not been previously reported. This work has been submitted for publication.

![Fig 1. Left/right asymmetry plotted as a density plot for $D^+$ ions emitted from the application of a two-color field to $D_2$ molecules, as a function of the phase angle between the two colors and the energy of the emitted ion. Different patterns are seen in one photon (<.03 eV), two photon (0.4-2 eV) and rescattering (4-6 eV) regions.](image-url)
2. EUV/IR Pump/probe experiments: He. P.Ranitovic, B.Gramkow, D.Ray, I.Bocharova, H.Mashiko, M.Trachy, S.De, K. Singh, W.Cao, I.Litvinyuk, A.Sandhu, E.Gagnon, M.Murnane, H.Kapteyn, X-M.Tong, C.L.Cocke. The manipulation in real time of electronic and vibrational wave packets using an EUV pulse from harmonic generation to provoke an electronic excitation or ionization and an IR field to influence the subsequent evolution of the wave function is a common theme in attosecond science. We have set up an apparatus for doing such experiments. This section describes the first of two such experiments performed to date with the apparatus. Pump probe experiments have been carried out using an attosecond pulse train (APT) in the EUV as a pump and a short infrared pulse (~1x10^{13} w/cm^2, 50 fs) as a probe. The reaction products are detected in a COLTRIMS geometry, which allows ion-electron coincidences to be measured. The apparatus was described in last year’s abstract. The EUV harmonics (11^{th} through 17^{th}) generated from Xe ionize the He in the presence of an IR field. The yield of He^+ ions is measured as a function of the time delay between the IR and the EUV. Sample results are shown in fig. 2.

Fig.2. (a,c) The experimental yield of He^+ ions as a function of the time delay between an APT and IR is shown for two different IR wavelengths. If the IR comes first, only the 17^{th} harmonic (relatively weak) can ionize the He. If the IR comes last, for the shorter wavelength IR the 15^{th} harmonic is resonant with the 1s4p state of neutral He and excites it strongly; the 4p electron is then later removed by the IR. In the overlap region, the yield of He^+ depends on the instant of time at which the APT strobes the atom: when the IR field is strong, strong absorption occurs through the broadened 1s4p and 1s2p resonances. This occurs twice per IR cycle[6], giving rise...
to an oscillatory yield (see inset) with a periodicity of half the optical period. (b,d) Theoretical calculations corresponding to the experimental data of (a,c).

The experimental results are compared with a solution to the time-dependent Schroedinger equation carried out by X.-M. Tong. Good agreement between theory and experiment is found. The theoretical results show clearly that the He resonances and exact harmonic energies play a crucial role in determining the outcome of the EUV/IR ionization. This work has been submitted for publication.

3. EUV/IR Pump/probe experiments: D. K. P. Singh, W. Cao, P. Ranitovic, S. De, F. He, D. Ray, S. Chen, U. Thumm, A. Becker, M. M. Murnane, H. C. Kapteyn, I. Litvinyuk, C. L. Cocke. This project is a continuation of the IR/APT work discussed above and was carried out with the same apparatus. In this case, a two-color IR field was used to produce the 11th through 17th harmonics, including both even and odd order to produce one attosecond “strobe” per IR cycle. The yield of D+ ions from the dissociation of the molecule was measured as a function of the direction of emission of the ions and the relative phase of the IR and APT. The purpose of the experiment was to see if the IR can be used to steer the electronic wave cloud in such a way as to control the left-right location of the electron at the time it becomes localized on one of the two nuclei during the dissociation of the molecule. A similar effect was seen by Kling et al. [5] using CEP locked pulses, with no APT involved. The results are shown in fig. 3, where a clear oscillation of the asymmetry is seen. A model calculation by F. He and U. Thumm shows good agreement with the results. This work has been submitted for publication.

4. Collaborations: Continuing collaborative work with a large collaboration at the ALS, LBL and with the group of Murnane and Kapteyn at JILA/CU has continued. Publications 2, 5 and 6 are collaborative works.
Some publications not previously cited from 2008-2009:
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Coherent Control of Ladder Excitation and Photoassociation with Excitation Using Shaped Ultrafast Optical Pulses

B. D. DePaola
J. R. Macdonald Laboratory Department of Physics
Kansas State University
Manhattan, KS 66056
deplaola@phys.ksu.edu

Program Scope

This work focuses on using shaped ultrafast optical pulses to (1) resonantly excite an atomic ladder system, and (2) optimally cause photoassociation with excitation. In both of these projects, the focus is on cold $^{87}$Rb in a magneto-optical trap (MOT). We do not believe there is any intrinsic value in cold excited Rb in either atomic or molecular form, however it makes an excellent model system for trying to understand the underlying physics in both of these processes.

Ladder Excitation

The process under study here can be represented by

$$Rb\left(5\text{s}_{1/2}\right) \rightarrow Rb\left(5\text{p}_{3/2}\right) \rightarrow Rb\left(5\text{d}_{3/2,5/2}\right) \rightarrow Rb^+, \quad (1)$$

where all three transitions come from the same ultrafast laser pulse. The idea is to measure the relative probability of exciting to the $Rb\left(5\text{d}_{3/2,5/2}\right)$ states as the spectral phase of the laser pulse is varied. This relative efficiency is determined by measuring the $Rb^+$, which is produced in the same laser pulse through the photoionization of $Rb\left(5\text{d}_{3/2,5/2}\right)$. Rb is an ideal candidate for this sort of measurement because all three transition wavelengths are well within the bandwidth of a “standard” Ti:Sapphire laser: The $5\text{s}_{1/2} - 5\text{p}_{3/2}$ transition is at 780 nm; the $5\text{p}_{3/2} - 5\text{d}$ transition is at 776 nm; and the photoionization threshold is roughly 1254 nm. The central wavelength of the Kansas Light Source (KLS) system is 790 nm with a bandwidth in excess of 30 nm. Excitation of the Rb system has, of course, been studied before, most notably by the group of Silberberg. [1] In that work, 420 nm radiation from the last step of the $Rb\left(5\text{d}_{5/3,3/2}\right) \rightarrow Rb\left(5\text{p}_{3/2}\right) \rightarrow Rb\left(5\text{s}_{1/2}\right)$ cascade was detected. One advantage of using the ion signal is a much greater detection efficiency.

In one KSU experiment, the relative excitation efficiency was measured as a function of $\lambda_1$ and $\lambda_2$ for a spectral phase “pulse”, approximately described by

$$\phi(\lambda) = \begin{cases} 
0 & \lambda \leq \lambda_1 \\
\pi/2 & \lambda_1 < \lambda < \lambda_2 \\
0 & \lambda \geq \lambda_2,
\end{cases} \quad (2)$$

The spectral phase was shaped by a commercial acousto-optic modulator (AOM) based device. Because the temporal length of an optical pulse is limited by the physical length of the AOM crystal,
the infinitely sharp edges described in Eq. 2 was approximated by an error function having a rise of roughly $\pm \pi/2$ over 2 nm. The prediction of second order perturbation theory is that excitation should be enhanced when $\lambda_1$ and/or $\lambda_2$ coincides with the two resonant wavelengths, 780 nm and 776 nm.

Excitation was also measured as a function of a sinusoidal spectral phase, given by

$$\phi(\lambda) = A \sin \left[ 2\pi c T \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) + \phi_0 \right],$$

where $A$, $T$, and $\phi_0$ are parameters, and $\lambda_0$ is an arbitrary constant, chosen to be at the peak of the spectral intensity of the laser. In these experiments, $A$ was set to $\pi$, thus allowing the phase to change over the range of $\pm \pi$.

**Photoassociation with Excitation**

Photoassociation [2] is the process by which colliding pairs of ultracold atoms are induced to form a molecule by means of a catalysis photon. In the specific case of Rb, the process can be represented by:

$$Rb(5s) + Rb(5s) + \hbar \omega \rightarrow Rb_2(5s, 5p) \rightarrow Rb_2(5s, 5s) + \hbar \omega'$$

Here, $\omega$ is the optical frequency of the catalysis photon, and $\hbar \omega'$ is the energy of the photon that is emitted when the excited molecule relaxes to its electronic ground state. In our work we are particularly interested in a special form of photoassociation in which an additional photon brings the molecule to a doubly excited molecular state. [Pub. #1,2] Because this process consists of photoassociation followed by excitation, it is referred to as PAE. In the work described here, the same ultrafast laser pulse that provides the catalysis photon, also excites the molecule to the $Rb_2(5p, 5p)$ manifold, the final step in the PAE process. The $Rb_2(5p, 5p)$ manifold is then probed with a narrow linewidth cw laser which excites to an autoionizing state in the $Rb_2(5p, 4d)$ manifold. [Pub. #2] The goal of this project is to measure the extent to which shaping the spectral phase of the pulse can enhance the PAE process. The phases used for coherent ladder excitation were also used here for PAE. In these experiments, it was also found to be advantageous to additionally measure the time between the initiation of the PAE process and the detection of $Rb_2^+$: The individual states in the $Rb_2(5p, 4d)$ manifold take different amounts of time to autoionize due to the variations in the curvatures of their molecular potentials. Thus, this “incubation time” helps to further distinguish PAE to different states.

**Recent Progress**

In the case of atomic ladder excitation, the experimental results were in agreement with the second order perturbation calculations. In the case of the $\pi/2$ spectral phase pulse, this means that horizontal and vertical structures were seen centered around $\lambda_1$ and $\lambda_2$ equalling the resonant transition wavelengths. In the case of the sinusoidal phase of Eq. 3, a contour plot of $Rb_2^+$ versus $T$ and $\phi_0$ yielded a diagonal structures, indicating that, for constant $Rb_2(5p, 5p)$ production rates, $T$ and $\phi_0$ are linearly related. That is, the argument of the sine in Eq. 3 is constant. This means that the measured slopes of the diagonal structures are directly related to the transition wavelengths via:

$$\lambda = \left[ \left( -2\pi c \frac{dT}{d\phi_0} \right)^{-1} + \lambda_0^{-1} \right]^{-1},$$

a result that might actually be interesting were the resonant frequencies of the system unknown. One aspect of this result that actually is interesting is that the contrast in the sinusoidal data is
Figure 1: Experimental (a) and theoretical (b) results for the $\pi/2$ spectral phase pulse of Eq. 2. The Rb$_2^+$ counts are plotted versus the wavelengths at which the $\pi/2$ phase changes occur.

Figure 2: Experimental results for the sinusoidal spectral phase of Eq. 3. The Rb$_2^+$ counts are plotted versus the two parameters $\phi_0$ and $T$. Here, $A = \pi$.

more than an order of magnitude greater than that for the $\pi/2$ pulse data ($> 100$ compared with $\sim 6$).

In Figure 1 we show the corresponding measurement (a), and calculation (b) for PAE. In this figure we plot Rb$_2^+$ counts versus $\lambda_1$ and $\lambda_2$ for the $\pi/2$ phase pulse of Eq. 2.

While the qualitative agreement between theory and experiment is striking, some quantitative differences remain. It is very likely that these are due to the simplicity of the model, in which the bands of molecular energy levels are approximated by a few discrete levels. Furthermore, these levels are modeled as being independent of internuclear separation. More sophisticated modeling will have to be done before we can say with any confidence that we completely understand the process.

The PAE result for the sinusoidal phase of Eq. 3 is shown in Fig. 2. Here, we plot only the counts from the Rb$_2^+$ ions that took the longest to arrive at the detector, thus limiting the molecular states that are measured. The same information about PAE is contained in Fig. 2 as in Fig. 1. However, the contrast in the sinusoidal phase data is much greater than in the $\pi/2$ pulse data.
Future Plans

In the future, we will continue our measurements of PAE, and effects of various spectral phases on it. We will also try to improve our modeling of the process by using more realistic potential curves. The measurement of the incubation time of the molecular ions is very important in isolating a single state in a molecular manifold. However, we have no idea what that state is. We will therefore continue our cw PAE measurements [Pub. #1]; by scanning the probe laser, we hope to learn more about the structure of the manifold of autoionizing states.
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**TIME-DEPENDENT TREATMENT OF THREE-BODY SYSTEMS IN INTENSE LASER FIELDS**

B.D. Esry  
*J. R. Macdonald Laboratory, Kansas State University, Manhattan, KS 66506*  
esry@phys.ksu.edu  
http://www.phys.ksu.edu/personal/esry

**Program Scope**

The primary goal of my program is to quantitatively understand the behavior of simple benchmark systems in ultrashort, intense laser pulses. As we gain this understanding, we will work to transfer it to other more complicated systems. In this effort, my group works closely with the experimental groups in the J.R. Macdonald Laboratory, including, in particular, the group of I. Ben-Itzhak.

A second component of my program is to develop novel analytical and numerical tools to (i) more efficiently and more generally treat these systems and (ii) provide rigorous, self-consistent pictures within which their non-perturbative dynamics can be understood. The ultimate goal is to uncover the simplest picture that can explain the most.

1. Carrier-envelope phase effects and coherent control

**Recent Progress** Beginning with Ref. [1], we have been investigating the impact of the carrier-envelope phase (CEP) of few-cycle pulses on atoms and molecules. The CEP, \( \varphi \), is defined from the laser’s electric field as \( E(t) = E_0(t) \cos(\omega t + \varphi) \) for some pulse envelope \( E_0(t) \) and carrier frequency \( \omega \). We have mainly focused on its consequences for the dissociation of \( \text{H}_2^+ \) and its isotopes [1,2,P3,P12], although we have recently submitted a study of CEP effects on atomic excitation [3].

In parallel, we have been developing a general theory of CEP effects that allows much to be done analytically [P4,P12,4]. As a consequence, this theory provides a convenient, simple picture within which CEP effects can be understood and simple predictions made without any time-dependent calculation. The essential point is that our picture recasts CEP effects as interference between multiphoton pathways whose relative phases depend on the CEP. In other words, CEP effects are a manifestation of the canonical Brumer-Shapiro control scheme.

Figure 1 shows a typical result for the total dissociation probability of \( \text{H}_2^+ \) and \( \text{D}_2^+ \) in a few-cycle pulse, calculated in the standard two-channel (\( 1s\sigma_g \) and \( 2p\sigma_u \)) approximation that neglected nuclear rotation and constrained the nuclei to motion along the polarization direction [P12]. What is surprising about these is that CEP effects are usually studied as asymmetries. Right-left asymmetries of atomic ionization along the laser polarization is the usual example (see [5], for instance). Figure 1 shows quite strong CEP effects, though, in the total dissociation probability, and \( \text{D}_2^+ \) shows stronger effects than \( \text{H}_2^+ \). Unfortunately, my student, Fatima Anis, recently performed similar calculations — but including nuclear rotation (see [P6] and [P13] for related details) — and found no CEP effect in the total dissociation probability. This would not be the first example of artifacts generated in this common model for \( \text{H}_2^+ \) that vanished in a more complete calculation [P6,P13,6].

Fortunately, Fatima’s calculations show that the dissociation asymmetry we predicted in [P12] survives the addition of nuclear rotation with little modification. For \( \text{H}_2^+ \) dissociation, “asymmetry” refers to the direction of the proton in the reaction products \( p+\text{H} \) relative to the laser polarization. In a long pulse, the proton has equal probability to go left and right. But, this symmetry is broken in a short pulse, and the breaking is controlled by the CEP. Figure 2 shows the normalized asymmetry, defined as \( P_{\text{Left}} - P_{\text{Right}} / 2P_{\text{avg}} \), calculated without nuclear rotation [P12]. The normalization factor, \( P_{\text{avg}} \), is the CEP-averaged dissociation probability.

**Figure 1**: The total dissociation probability \( P(E) \) for (a) \( \text{H}_2^+ \) and (b) \( \text{D}_2^+ \) in a 5.9 fs, \( 10^{14} \text{ W/cm}^2 \) laser pulse. Each panel is normalized to unity at its overall peak value to facilitate qualitative comparison. (Adapted from [P12]).

**Figure 2**: The normalized asymmetry, defined as \( P_{\text{Left}} - P_{\text{Right}} / 2P_{\text{avg}} \), calculated without nuclear rotation [P12].
Based on our general theory of CEP effects [P4,P12], the nuclear wave function for the $\text{H}_2^+$ model above, $\mathbf{F}^2(R,t) = (F_g(R,t), F_u(R,t))$, can be written as

$$\mathbf{F}(R,t) = \sum_{n=-\infty}^{\infty} e^{im\varphi} \mathbf{F}_n(R,t)$$

using only the fact that the wave function must be periodic in the CEP $\varphi$. Our analysis in [P4,P12] shows that the $\varphi$-independent components $\mathbf{F}_n(R,t)$ can be thought of as $n$-photon amplitudes. Projecting $\mathbf{F}(R,t)$ onto the appropriate outgoing-wave scattering states and taking dipole selection rules into account [P12], the asymmetry $A=\text{P}_{\text{Left}}-\text{P}_{\text{Right}}$ can be obtained,

$$A = 2 \sum_{n \text{ even}}^{\text{odd}} \text{Re} \left( e^{i(n-n')\varphi} e^{i(\delta_u - \delta_g)} \langle gE| \mathbf{F}_n \langle uE| \mathbf{F}_n' \rangle^* \right),$$

in terms of the scattering phase shifts $\delta_{g,u}$ and scattering states $\langle g,u|E \rangle$. There are several things to note in this expression. First, the only CEP-dependent factors are the exponentials $\exp[i(n-n')\varphi]$; all other factors are CEP-independent. Thus, the only CEP dependence is analytical. Second, the CEP dependence must have periodicity $2\pi/(2m-1)$, $m=1,2,3,\ldots$. Third, to have any CEP dependence, the amplitudes $\langle g,u|E| F_n \rangle$ for different photon processes $n$ must contribute at the same energy. It is primarily this requirement that leads to the need for broad bandwidth, intense laser pulses. For $A(E)$, only the interference between different photon processes of different molecular channels is important. One can similarly show that it is the interference between different photon processes in the same molecular channel that generates CEP effects in the total dissociation probability in Fig. 1.

We have recently extended this analysis to He in an infrared (IR) pulse overlapped with an attosecond pulse train (APT) [4], showing that the delay $\tau$ between the two acts as a control parameter in much the same way as $\varphi$ above. Analytic expressions for physical observables analogous to Eq. (2) can be derived and provide similar insight. A key conclusion of this analysis is that such IR+APT experiments are very conveniently thought of as multi-color control experiments in the same vein as two-color experiments — and as CEP experiments per the discussion above.

**Future Plans** We will continue to develop and apply our general theory for CEP effects to both atomic and molecular systems. In particular, since our method can simultaneously treat fields with CEP, two-color delay, and IR+APT delay, we can unify these seemingly distinct kinds of experiments into a single picture. This will be a timely contribution, especially since experiments themselves are already starting to combine such fields (see C.L. Cocke’s abstract, for instance). Additionally, we will apply our analysis for He — which is backed up by full-dimensional, two-electron solutions of the time-dependent Schrödinger equation — to the relevant experiments in our Lab (see C.L. Cocke’s and Z. Chang’s abstracts). We will especially continue to focus on fully understanding the control of $\text{H}_2^+$ via any of the means listed above, an effort which has seen recent progress by I. Ben-Itzhak’s group.

2. Vibrational trapping in $\text{H}_2^+$ — or the lack thereof

**Recent progress** My group collaborates closely with I. Ben-Itzhak’s experimental group as can be seen by our many joint publications. This has been an especially fruitful collaboration from our viewpoint as his is one of the few groups that can use an $\text{H}_2^+$ beam as a target for intense laser studies, raising our hopes of a complete theoretical treatment for this benchmark system.

We have, in fact, uncovered new phenomena in this “understood” system. Publication [P7], for instance, is a joint work in which theory is used to show that the $\text{H}_2^+$ states correlating to the $n=2$ manifold of $\text{H}$ play a clear role in the experiment, thus showing a shortcoming of the standard two-channel model. Moreover, we showed there that the nuclear kinetic energy spectrum showed evidence of above-threshold dissociation through these excited states.

In a more recent submission [7], we revisited the rather old notion of vibrational trapping in $\text{H}_2^+$. Vibrational trapping, sometimes called bond-hardening, is a phenomenon which is usually explained in terms of the Floquet potentials and consists of a portion of the vibrational wave function getting trapped in

![Figure 2: The normalized dissociation asymmetry for (a) $\text{H}_2^+$ and (b) $\text{D}_2^+$ in a 5.9 fs, $10^{14}$ W/cm² laser pulse. (Adapted from [P12]).](image-url)
a light-induced potential well. The primary observable consequence — either theoretically or experimentally — is the reduced dissociation probability for excited vibrational states which is attributed to their being preferentially caught in the well. Vibrational trapping is typically mentioned as an intense-field phenomenon and can be easily seen in a standard two-channel calculation of H$_2^+$ dissociation in an intense laser. We had explored this phenomenon theoretically to some extent in [P6] and concluded, as others had before (see references in [P6]), that including nuclear rotation essentially eliminates the more extreme form of trapping in which the dissociation probability actually decreases with increasing laser intensity. The higher vibrational states did, however, still show a lower dissociation probability even though one photon was more than enough to dissociate them.

Figure 3 explains why the higher vibrational states do not dissociate appreciably. As it turns out, the explanation is rather mundane and does not require invoking anything as complicated as the Floquet picture — first-order time-dependent perturbation theory is sufficient. The answer is simply that the vibrational dipole matrix elements are smaller. Figure 3(b) shows the squared dipole matrix elements as a function of initial vibrational states $v$ and final kinetic energy release (KER). As Fig. 3(a) shows schematically, initial and final states with comparable classical turning points will have the largest overlap, and when the energy separating these turning points matches the photon energy something like a resonant condition is achieved. Further, the dipole matrix element oscillates as a function of KER, so that the states whose dissociation is “suppressed” depends on laser wavelength.

To solidify this explanation and demonstrate its relevance to experiment, I. Ben-Itzhak’s group simply measured the dissociation of H$_2^+$. Since they have sufficient resolution to resolve the vibrational states, we could carry out a fairly detailed comparison which is shown in Fig. 4. Similar results and comparisons were made in [7] for 395 nm as well. While not perfect, we believe the agreement in Fig. 4 confirms that the lower dissociation probability of the higher vibrational states of H$_2^+$ in intense lasers is simply a result of a small dipole matrix element, which can, in turn, be easily understood from the wave functions as in Fig. 3(a). Thus, it does not appear necessary to invoke a multiphoton, intense laser explanation for “vibrational trapping”.

**Future plans** Understanding this benchmark system will continue to be a component of my program. We will proceed along several fronts: revisiting “understood” issues like the example above, trying to identify new phenomena, and working towards a full-dimensional solution of the time-dependent Schrödinger equation. One of my goals is to be able to make a quantitative comparison of theory and experiment for the momentum distribution of p+H.
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Controlling molecular rotations of asymmetric top molecules: methods and applications
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1 Program Scope

The goal of this part of the JRML research program is to develop better methods of aligning and orienting polyatomic molecules, particularly for ultrafast AMO experiments. At this point, we are still in the process of setting up the experiments, and in the following we’ll describe progress made so far.

2 Recent Progress

2.1 kHz VMI setup: Xiaoming Ren and Vinod Kumarappan

The importance of keeping the rotational temperature of the molecular as low as possible is now widely appreciated [1], and our goal is to get it as low as possible. We also want to be able to run the experiment as rapidly as is technically feasible, particularly in view of the fact that the shared laser system in JRML is available only 3–4 days a month. These two requirements set the parameters for the design of our new velocity map imaging spectrometer which we will use for alignment and orientation experiments.

Since lab space became available in Nov 2008, we have built a high resolution, 1 kHz velocity map imaging spectrometer [2] for aligning molecular targets at ∼1 K rotational temperature. The heart of this setup is a kHz Even-Lavie valve [3]. This miniaturized solenoid valve operates at repetition rates of up to 1 kHz with a gas pulse duration of ∼10 µs, which allows operation with up to 100 bar of stagnation pressure for the adiabatic expansion. We use helium as the buffer gas, and seed less than ∼0.1% of the target molecule in this high density flow. The result of the high pressure adiabatic expansion out of the 100 µm nozzle is a target with rotational temperatures in the ∼1 K range.

If the heart of the setup is the cold molecule source, the brain is the data acquisition system. We analyze the light distribution produced by each individual ion/electron hit on the micro-channel plate/phosphor screen detector to determine its centroid. This gives us sub-pixel resolution for each ion hit, and also provides an excellent measure of saturation since we can quantify the number of overlapping hits on the detector. In order to achieve this, we acquire images of the phosphor screen that every laser shot using a fast CMOS camera (Basler A504k, 1000 fps at 500×500 pixels). The P47 phosphor itself has a decay lifetime of 120 ns, and camera exposure is gated to 50 µs. The images are analyzed in real-time on a dual quad-core workstation using a parallel image processing algorithm, which finds the centroid of the light produced by each ion hit. By analyzing the shape and size of the light distribution, the algorithm also separates most partially overlapped hits and tags those that can be identified as overlapping hits but cannot be separated. We can detect 50-100 hits per laser shot without any...
significant image saturation effects. The end product is a high resolution, high data rate, high dynamic range (limited only by the total acquisition time available) spectrometer well suited for our experiments.

We measured the non-adiabatic alignment of iodobenzene as a test of the setup, shown in Figure 1. Figure 2 shows the measured time-evolution of $\langle \cos^2 \theta_{2D} \rangle$, where $\theta_{2D}$ is the angle the location of an ion hit makes with respect to the alignment axis on the 2D detector. Note that this angle is not the same as the Euler angle $\theta$ that describes the orientation of the molecule with the laser polarization, but it does provide a convenient measurement of the degree of alignment. The pump was polarized in the plane of the detector, and the probe perpendicular to it. This geometry minimizes the influence of probe-selectivity on the measured distribution. The degree of alignment is comparable with published data [4], providing indirect evidence that the molecular target is as cold as expected.

2.2 3D Velocity Map Imaging: Xiaoming Ren, Varun Makhija and Vinod Kumarappan

VMI is widely used in AMO experiments because of its ease of implementation and rapid rate of data acquisition when compared to other imaging techniques like COLTRIMS. It does suffer from one significant limitation - the measurements are 2D projections of 3D velocity distributions. A standard VMI setup limits us to either 2D measurements, as was used the iodobenzene measurements, or to distributions that are cylindrically symmetric with the axis of symmetry in the plane of the detector. In the latter case, Abel inversion is used to reconstruct the full 3D velocity distribution. But the requirement of cylindrical symmetry for Abel inversion is quite restrictive, disallowing the use of elliptical polarization or any combination of linear polarizations not along the same direction in a multi-pulse experiment.

We have developed a tomographic method to overcome this limitation [5]. As is well-known in medical imaging [8], an arbitrary 3D function can be reconstructed from a sufficient number of 2D projections along different directions on any 2D plane using the inverse Radon transform. In the case of a laser-VMI experiment, which projects the 3D velocity distribution of charged particles onto a 2D detector, the axis of projection can be changed by simultaneously rotating all the polarization vectors involved in an experiment using a half-wave plate. A filtered back-
Figure 2: A typical velocity map image of $I^+$ ions from iodobenzene is shown. The two rings correspond to singly and doubly-charged Coulomb explosion partner to the $I^+$ ions. In this case, the molecules are not aligned, and the Coulomb explosion beam is horizontally polarized. The image shows the directional selectivity of the probe process. $\langle \cos^2 \theta_{2D} \rangle$ shown in the graph is measured with the probe polarized perpendicular to the detector, so that the probe does not favor any direction in the plane of the detector.

projection algorithm (or any of a variety of other algorithms available) can then be used to reconstruct the 3D distribution. This method is completely general and does not place any restrictions on the symmetry of the distribution.

Figure 3 shows representative slices of 3D velocity distributions of $I^+$ fragments from aligned iodobenzene. After aligning the molecules as described in the previous section, we produce $I^+$ ions using the probe pulse which is polarized perpendicular to the pump pulse. Clearly, the reconstructed velocity distribution does not possess cylindrical symmetry – it reflects both the angular distribution of the molecules and the angular selectivity of the probe beam.

Figure 3: Three representative slices (at $y=0$, $z=40$, and $x=40$, respectively. The total 3D volume is $360 \times 360 \times 360$ voxels.) of the 3D velocity distribution of $I^+$ fragments from aligned iodobenzene molecules ($\langle \cos^2 \theta_{2D} \rangle = 0.68$). The geometry is given by the coordinate axes on the right. The distribution is not cylindrically symmetric since the pump and probe polarizations are perpendicular to each other.

3 Future Plans

We have installed a magnetic shield around the VMI spectrometer to enable us to measure photoelectron angular distributions from aligned molecules. A polarization pulse shaper will be added soon, with the goal of measuring and optimizing field-free 3D alignment of asymmetric
top molecules. We are working on an optical method for measuring 3D alignment so that a genetic algorithm can converge in a reasonable amount of time. Two groups have shown this year [9, 10] that a state-selected target is essential for orienting molecules, and we will add a state-selector in the next few months. This will allow us to orient asymmetric tops in laser-field-free conditions.

4 Publications and conference contributions from DOE sponsored research:

1. “Tomographic measurement of 3D ion velocity distributions from rotationally cold molecules using a kHz VMI spectrometer”, Xiaoming Ren, Varun Makhija, and Vinod Kumarappan, contributed poster, Second International Conference on Attosecond Physics, Manhattan, KS (2009).
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Program Scope:
We investigate the interaction of intense laser pulses with atoms and molecules. In the last year we have carefully established the validity of the recently developed quantitative rescattering theory (QRS) for high-order harmonic generation (HHG) and high-energy above-threshold-ionization (HATI) electron momentum spectra. Using the QRS, we (i) obtained HHG spectra from aligned molecules, (ii) extracted elastic differential scattering cross sections of electron-ion collisions from HATI spectra, and (iii) extracted laser parameters for few-cycle pulses from HATI spectra. We thus have established the theoretical foundation for using few-cycle infrared lasers for dynamic chemical imaging of a transient molecule.

Introduction
When an atom or molecule is exposed to an intense infrared laser pulse, an electron which was released earlier may be driven back by the laser field to recollide with the parent ion. The collisions of electrons with the ion may result in high-order harmonic generation (HHG) or the emission of high-energy above-threshold-ionization (HATI) electrons. These HHG and HATI spectra contain information on the structure of the target. If such structural information can be extracted, then infrared lasers can be used for dynamic chemical imaging with temporal resolution down to a few femtoseconds.

In the last year, we have fully established the quantitative rescattering theory (QRS) which shows that photo-recombination cross sections can be extracted from the HHG spectra, and elastic differential cross sections (DCS) between electrons and ions can be extracted from the HATI spectra, respectively. In the meanwhile, we also showed that experimental HATI spectra, combined with the QRS, allows an accurate and fast fully non-optical method of retrieving laser parameters. In this report, we summarized the main conclusions achieved since last report and outline the projects to be undertaken in the coming year.

Quantitative rescattering theory (QRS) for HATI electrons induced by lasers
Recent progress
We have fully documented the QRS theory for HATI electrons in paper #A3. The idea and approximations behind the QRS, test of the theory against results from solving the time-dependent Schrodinger Equation (TDSE), against experimental results, the dependence of HATI spectra on the target, the wavelength and intensity of the laser used, have all been carefully examined. In the meanwhile, in paper #A4, it was shown that high-energy photoelectron spectra for different targets can all be attributed to their difference in the elastic differential scattering cross sections, between the returning electrons and the parent ion, thus clarifying the role of target structure in the photoelectron spectra generated by the lasers.

Using the QRS, we also can extract elastic differential cross sections. This has been demonstrated using photoelectron spectra generated by long laser pulses (about 100fs) for Ne, Ar, Kr and Xe atoms, see paper #A5. The extracted elastic scattering cross sections are in good agreement with those calculated from theory. To test the imaging idea, we further used the
theoretically calculated DCS as input, and confirmed that we can retrieve the target atom structure where the atom is described by a model potential. The result of this work is reported in paper #A10. It shows that even with a limited range of energies typically covered by the returning electrons generated by the laser, the retrieval of the structure of simple atoms is quite accurate. This work is a first direct demonstration that accurate structure of the target can be probed using infrared lasers. The QRS theory plays a very important role here since it shows that the DCS can be extracted without the need of knowing accurate parameters of the laser used and the DCS extracted should be independent of laser’s wavelength, peak intensity and the carrier-envelope-phase of the few-cycle pulses.

**Ongoing projects and future plan**

We are extending the QRS to study HATI spectra from aligned molecules. Due to the increasing degrees of freedom for molecular targets the calculations will be more time consuming. Furthermore we need to make sure that differential scattering cross sections by free electrons with aligned molecular ions are accurately calculated. This will require the careful interaction with our collaborator, Dr. Robert Lucchese, in the coming year.

**QRS Theory and retrieval of laser parameters from HATI spectra**

**Recent progress**

Since calculations of HATI spectra using the QRS are thousands times faster than solving TDSE numerically but of comparable accuracy as TDSE, the QRS theory can be easily applied to obtain electron spectra that can be directly compared to experiments, where one has to consider electrons generated from the whole focal volume of the laser pulse. Since the DCS is independent of laser’s peak intensity, laser focus volume effect is included in the volume-integrated returning electron wave packet. By analyzing the experimental electron energy spectra for detectors on the “right” and the “left” of the laser’s polarization, and comparing with spectra simulated using the QRS, we were able to retrieve accurate carrier-envelope-phase (CEP), the peak intensity and pulse duration of phase-stabilized few-cycle pulses. These results were reported in papers #A6 and #A7.

Very recently we have improved this method such that it can be applied to single-shot measurements. It relies on measuring HATI electron momentum spectra for each single shot and the method has been applied to single-shot data taken at MPI, Garching, where 4500 single-shot data were recorded [Nature Phys. 5, 357 (2009)]. Our new method allows us to retrieve the peak laser intensity, pulse duration and the CEP of each shot, quickly. Using this method to tag the CEP of each single shot, it is possible to study the CEP effect for laser pulses where the CEP’s are not stabilized. This is important since even for phase-stabilized pulses the variation of CEP from shot to shot is still about 20° or more, while our method shows that in single-shot measurement the CEP is accurate to better than about 3°. Moreover, CEP stabilization cannot be done for longer wavelength lasers yet and for experiments at very high peak intensities. Using CEP-tagging, the study of the waveform dependence of laser-matter interaction can be extended to beams where phase stabilization is not yet possible.

**Ongoing projects and future plan**

The new CEP retrieval method for determining laser parameters is very powerful. We hope to collaborate with experimentalists such that they will adopt the method and determine the CEP for each shot themselves. Currently we are also testing this method in two-color experiments. In these experiments, for example, using 800 nm laser to generate the 2nd harmonic, then recombine 800nm and 400nm pulses with varying time delay, the combined beam, if the relative phase of the two colors are varied continuously, deals with physics issues that are similar to the study of
CEP dependence in few-cycle pulses. The present retrieval method will allow accurate
determination of the relative phase between the two colors.

QRS Theory and HHG spectra from aligned molecules

Recent progress
In the last year, we have extended the QRS so that both the amplitude and phase of high-order
harmonics can be calculated. We first applied the method to atomic systems where accurate results can
be obtained from solving the TDSE. The validity of the QRS for atoms was reported in Paper #A11.
Since our major interest is HHG in molecular systems, we need to use photo-recombination cross
sections, or equivalently, photoionization amplitude and phase, of molecules. This is a highly
specialized area. Thus we sought help from Dr. Robert Lucchese, and has since successfully generated
transition dipole amplitude and phase using his computer codes. From these data, using the QRS, we
were able to calculate accurate HHG spectra from aligned molecules. Initial results obtained for CO$_2$
molecules for emitted HHG polarized along the direction of the laser polarization direction have been
reported, see Paper #A2. In the meanwhile, a long write-up, detailing the QRS theory for HHG has
been published, see Paper #A1. In these two papers, we have shown that the QRS indeed can explain
HHG spectra from partially aligned molecules, when compared to experimental results reported from a
number of different laboratories. We thus established that HHG spectra provide an alternative method
for studying molecular frame photoionization cross sections which are difficult to perform using
standard synchrotron radiations.

We have also made an initial study of the macroscopic propagation effect of HHG in a dilute medium
using the single-atom dipole moment calculated from the QRS. In Paper #A9 we showed that the QRS
is valid for such dilute medium and thus photoionization cross sections and phases can be extracted
from the experimental HHG spectra.

Ongoing projects and future plan
The QRS provides a quantitative theory for calculating HHG spectra without introducing additional
arbitrary approximations. Thus calculations can be directly compared to experiments. Since in many
experiments some of the experimental parameters, such as the peak laser intensity and temperature of
the gas jet, are not accurately determined, using QRS, calculations can be carried out by adjusting
these parameters until the theory achieves better agreement with experiments. This is possible since
QRS calculations are very fast after the photoionization dipole amplitudes and phases are available.
Currently the QRS theory is being applied to study the relative contributions of HHG from outermost
vs. from inner orbitals, for N$_2$ and CO$_2$. The former has been studied experimentally at Stanford and
latter at NRC, Canada. We are also studying the polarization of HHG measured for these two
molecules, which will be compared to data from JILA. Study of HHG from a truly dynamic system
will begin in the later part of the coming year.

Attosecond Physics
In the last two years we have not devoted much effort on attosecond physics experiments so we
were able to focus on the development of the QRS theory. Experiments using attosecond pump
and infrared probe beams are beginning to emerge recently. Electron spectra using He targets
from such experiments have appeared recently. The interpretation of these experiments so far has
relied on solving the TDSE which often does not provide a clear interpretation of the origin of the
observed features. We will begin to look into problems associated with this type of experiments
and hope to be able to find alternative approaches where interpretation can be more transparent.
**Publications** (16 papers published between January 2007- December 2008 are not listed)

**Published papers**


**B. Papers submitted for publication**

1. Time-resolved dynamics of heavy-particle motion in neutral molecules and molecular ions

Our goal is to study and understand the physics of ultrafast processes involving the motion of nuclei associated with the rotation, vibration, rearrangement and dissociation of molecules and molecular ions. We apply pump-probe techniques in combination with COLTRIMS detection to study the dynamics of nuclear motion as it takes place in real time with the ultimate goal of recovering the time-dependent molecular structure and orientation — making a “molecular movie”.

Recent progress:

1.1 Pump-probe studies of nuclear dynamics in N$_2$, O$_2$ and CO using few-cycle pulses and Coulomb explosion as a probe, I. Bocharova, M. Magrakvelidze, S. De, D. Ray, C.L. Cocke and I.V. Litvinyuk. We use a pair of intense few-cycle (8 fs) pulses with variable delay to image all nuclear dynamics in multi-electron diatomic molecules following interaction with an ultrashort pump pulse. Such interaction results in production of various charge/excited states, both bound and dissociative. COLTRIMS technique allows us to select a specific final charge state and to plot kinetic energy release (KER) and angular distributions of the fragments as a function of pump-probe delay. From KER time dependence we can identify specific intermediate states of molecular ions and follow their time evolution. We also model nuclear motion in those molecular ions numerically, using their known electronic potentials within a one-dimensional quantum wavepacket model. The model reproduces well our experimental time-dependent KER spectra for all studied molecules. The behavior of those molecules differs due to their different electronic structure. Though only ionic fragments are detected in these experiments, the results can also reveal interesting electron dynamics, as described below.

1.1.a Real-time dynamics of electron localization observed in dissociating N$_2^+$$. In this particular experiment, we measured dependence of yields and kinetic energies for symmetric N$_2^+$ + N$_2^+$ (2,2) and asymmetric N$_3^+$ + N$^+$ (3,1) dissociation channels of N$_2$ on time delay between few-cycle 800 nm pump and probe pulses. The pump pulse produces a dissociating molecular trication from which the time-delayed probe pulse removes the fourth electron. That results in either (2,2) or (3,1) final dissociation channel. We observe that the asymmetric (3,1) channel is produced only for delays of up to 20 fs and completely suppressed for longer delays. The symmetric (2,2) channel is efficiently produced for all studied delays. We interpret that observation as an indication that the unpaired electron in dissociating N$_2^+$ is completely localized on one of the ions after 20 fs. After this localization is complete, the probe pulse can only further ionize N$^+$ as the other ion (N$_2^+$) has a much higher ionization potential. Ours is the first direct time-resolved measurement of this electron localization, which plays an important part in the mechanism of charge-resonant enhanced ionization (CREI).
1.2 Dynamic field-free orientation of heteronuclear molecules (CO and NO) induced by two-color femtosecond laser pulses, S. De, I. Znakovskaya, D. Ray, I. Bocharova, M. Magrakvelidze, F. Anis, B.D. Esry, C.L. Cocke, M. Kling and I.V. Litvinyuk. In collaboration with MPQ Garching, we conducted at JRML an extensive series of experiments on rotational dynamics induced in heteronuclear diatomic molecules by field-asymmetric femtosecond laser pulses. The pump pulses were produced by combining fundamental 800 nm frequency with its second harmonic (400 nm). For certain relative phases such \((\omega + 2\omega)\) pulses break inversion symmetry of electric field and generate coherent rotational wavepackets containing both odd and even J-states. In heteronuclear molecules such wavepackets result in periodically reviving field-free macroscopic orientation. We detected orientation by Coulomb exploding the molecules with one-color (800 nm) pulses and measuring fragment angular distributions with VMI. We were able to produced oriented ensembles in both CO and NO in field-free conditions. Model calculations for CO reproduce well our experiments and suggest that orientation in CO is due to its asymmetric hyperpolarizability, rather than its permanent dipole moment. Ours is the first successful experiment having produced field-free molecular orientation.

Future plans: We started to use our new velocity map imaging (VMI) detector instead of COLTRIMS in our pump-probe dynamics studies. While we do lose coincidence information, with VMI much improved count rates allow us to explore much longer delay ranges (tens of picoseconds) within our limited experimental time. We have already observed vibrational and rotational revivals in nitrogen. We will continue to study longer time dynamics in diatomics. With heteronuclear diatomics we will continue working on two-color laser orientation.

2. Strong-field ionization of molecules studied by COLTRIMS

This aspect is directed towards understanding dynamics and mechanisms of single, double and multiple ionization of molecules by intense femtosecond laser pulses. To achieve that, we measure coincidence momentum spectra of resulting ion fragments (and sometimes also electrons) for different pulse ellipticities, durations and peak intensities. The experiments were conducted at JRML, as well as (in collaboration with INRS-Quebec and University of Waterloo) at the Advanced Laser Light Source (ALLS) in Montreal.

Recent progress:

2.1 Alignment dependence of tunneling ionization of D\(_2\) measured in randomly oriented molecules with circularly polarized pulses, M. Magrakvelidze, S. De, I. Bocharova, H. Feng, U. Thumm and I.V. Litvinyuk. In this experiment at JRML we employed electron-ion coincidence momentum spectroscopy to measure the relative angle between an emitted electron and a deuteron resulting from field dissociation of the molecular ion produced by a circularly polarized pulse. We deduced the angular dependence of the molecular ionization probability without having to align the molecules first. We determined that with 50 fs pulses of 1850 nm wavelength and 2\( \times 10^{14} \) W/cm\(^2\) intensity neutral D\(_2\) molecules are 1.15 times more likely to be ionized when the laser electric field is parallel to the molecular axis than for the perpendicular orientation, in excellent agreement with our ab initio theoretical model. Our results also agree with predictions of the molecular Ammosov-Delone-Krainov (mo-ADK) theory, as well as those of a similar experiment performed with 800 nm pulses of comparable intensity and duration on H\(_2\) molecules.
2.2 Electron recollision processes in H₂ and D₂ studied with few-cycle laser pulses, I. Bocharova, F. Legare, J. Sanderson and I.V. Litvinyuk. In this ALLS collaboration we studied electron recollision processes induced in D₂ by nonlinear interaction with 800 nm few-cycle laser pulses using coincidence ion momentum imaging. We took advantage of 5 kHz repetition rate and ultra-short duration (6 fs) of the ALLS beamline to study ionization of hydrogen at very low in tensities (down to 1×10¹⁴ W/cm²). We show that sequential double ionization is suppressed at intensities below 2×10¹⁴ W/cm² and the inelastic rescattering processes (recollision induced electronic excitation and double ionization) become dominant and can be carefully investigated as a function of laser intensity and ellipticity. We experimentally confirm that non-sequential double ionization (NSDI) arises from recollision-induced electronic excitation of D₂⁺ 2Σg⁺ state followed within sub-cycle time scale by field ionization.

2.3 Dynamics of Coulomb explosion in CO₂ studied by triple-coincidence ion momentum imaging, I. Bocharova, J. Sanderson, F. Legare and I.V. Litvinyuk. In this ALLS collaboration we studied dynamics of laser-induced Coulomb explosion of CO₂ by full triple-coincidence momentum resolved detection of resulting ion fragments. From the coincidence momentum data we can reconstruct molecular geometry immediately before explosion. We observe the dynamics of Coulomb explosion by comparing reconstructed CO₂ geometries for different Ti:Sapphire laser pulse durations (at the same intensity) ranging from few cycles (7 fs) to 200 fs. We conclude that for longer pulse durations (>100 fs) Coulomb explosion proceeds through the enhanced ionization mechanism taking place at the critical O-O distance of 8 a.u., similarly to well known charge-resonance enhanced ionization (CREI) in H₂.

Future plans: We are planning to take advantage of our newly acquired expertise in molecular orientation to measure angular dependence of ionization rates for heteronuclear diatomics. Further, we will use VMI to measure angular resolved electron ATI spectra for aligned and oriented molecules to uncover single ionization mechanisms. We are also planning to extend hydrogen rescattering experiments to few-cycle pulses at longer wavelengths, taking advantage of the newly developed source at ALLS. We have already completed a series of experiments with 1300 nm few-cycle pulses, and are planning similar studies at 1500 nm and 1800 nm. With CO₂ we are planning to conduct a real pump-probe dynamics experiment with consequent full time-dependent molecular structure reconstruction.

Publications in 2008-2009:


1. Laser-molecule interactions

**Project scope:** We seek to develop numerical and analytical tools to i) efficiently predict the effects of strong laser fields on the bound and free electronic and nuclear dynamics in small molecules and ii) to fully image the laser-controlled nuclear dynamics.

**Recent progress:** We continued our investigations of the dissociation and ionization of $\text{H}_2^+$ and $\text{D}_2^+$ in short intense laser pulses. We investigated the possibility of controlling the electronic motion in dissociating $\text{D}_2^+$ and studied the controlled manipulation of bound vibrational wave packets with a sequence of short control laser pulses. We introduced a quantum-beat imaging technique that allows vibrational and rotational beat frequencies, ro-vibrational couplings, molecular potential curves, and the nodal structure of nuclear wave functions to be derived from either measured kinetic-energy-release (KER) spectra or numerical probability densities.

**Example 1:** Controlling and stopping the nuclear motion in $\text{D}_2^+$ with laser pulses (with Thomas Niederhausen and Fernando Martin). We investigated the bound vibrational and dissociation dynamics of $\text{D}_2^+$ in short intense laser pulses by applying wave-packet propagation methods.

Based on new full 3D calculations, we examined the possibility of manipulating the vibrational-state decomposition of bound vibrational wave packets with a sequence of up to eight of control laser pulses at minimal dissociative loss (Fig. 1).

We found that such a sequence of short control pulses can effectively steer the nuclear motion in $\text{D}_2^+$ molecular ions and, depending on the control-pulse delays, even stop a moving nuclear wave packet to produce an excited stationary vibrational state (Fig. 2).
**Future plans:** Control schemes for quenching moving ro-vibrational wave packets into stationary states using a sequence of standardized control pulses will be further examined. Note that the quality of this Raman–control mechanism can be tested experimentally by Coulomb-explosion imaging, i.e., by identifying the nodal structure of the surviving vibrational state in the kinetic energy release (KER) spectrum of the molecular fragments.

**Example 2:** Strong-field modulated diffraction effects in the correlated electronic-nuclear motion in dissociating molecular ions (with Feng He and Andreas Becker). We have studied the electronic motion inside dissociating $\text{H}_2^+$ molecules that are exposed to a fs IR laser pulse. The sensitive dependence of the correlated electronic-nuclear motion can be explained in terms of the diffractive electronic momentum distribution of the dissociating molecule. This distribution is dynamically modulated by the nuclear motion and periodically shifted in the oscillating IR electric field. Depending on the IR laser intensity, the direction of the electronic motion can follow or oppose the IR laser electric force. Our interpretation of this effect in terms of a Wigner phase-space distribution [3] is based on the passage of electronic flux through diffractive “momentum gates” of the two-center system that may or may not allow the electron to transfer to the other nucleus. It reveals that the oscillating vector potential of IR laser field periodically shifts these gates, directing the electron through different gates at different laser intensities.

**Future plans:** We intend to further investigate the control - at a sub-fs time scale - of the internuclear electronic dynamics in small molecules using XUV and IR pulses and pulse trains [4] of variable shapes [5], delays, center frequencies, and intensities.

**Example 3:** Imaging the ro-vibrational nuclear dynamics of small molecules in strong laser fields (with Maia Magrakvelidze, Thomas Niederhausen, Bernold Feuerstein, Martin Winter, and Rüdiger Schmidt). We investigated the extent to which measured time-dependent fragment KER spectra and calculated nuclear probability densities can reveal 1) transition frequencies between stationary vibrational states, 2) stationary rotational states and ro-vibrational (RV) couplings, 3) the nodal structure of stationary rotational and vibrational states, 4) field-free and laser-field-dressed adiabatic electronic potential curves of the molecular ion, and 5) the progression of decoherence induced by random interactions with the environment [2,6-8].

**Fig. 3.** Snapshots of the calculated time evolution of a RV wave packet in $\text{D}_2^{0,+,2+}$. At $t=0$ a pump laser pulse ionizes $\text{D}_2$ and excites the initial RV wave packet from the $1\text{s}_{\sigma_g}, v=0$ state in $\text{D}_2$ (bottom graph) to the $1\text{s}_{\sigma_g}$ state of $\text{D}_2^+$ where it evolves, continuously changing its distribution in $R$ and $\theta$. **Middle graph:** probability density of the wave packet in $\text{D}_2^+$ at $t=120$ fs. Ionization by a probe laser pulse after a delay of, e.g., $\tau=540$ fs projects the wave packet onto the repulsive potential surface of the 2D$^+$-system (top graph), leading to fragmentation by CE. **Measurement** of the KER of the D$^+$ fragments as a function of $\tau$ enables the characterization of the wave packet dynamics in terms of $R$- and $\theta$-dependent spectra.

Our imaging method is based on the Fourier transformation, $w(R, \theta, f)$, over finite sampling times $T$, of the time-,$R$-, and molecular orientation ($\theta$)-dependent probability density $w(R, \theta, t)$ of the $\text{D}_2^+$ nuclear wave packet [7,8]. Applied to numerically propagated $\text{D}_2^+$ RV wavepackets, it allows us to simulate novel experiments that record a time series of pump-probe-delay ($\tau$)-dependent KER spectra by Coulomb-explosion mapping for $0 < \tau < T$. Our numerical results for vibrational wave packets [2,6,7] demonstrate that the obtained two-dimensional $R$-dependent power spectra enable the comprehensive characterization of the wave-
packet dynamics and directly visualize the laser-modified molecular potential curves in intense, including ‘bond softening’ and ‘bond hardening’ processes [2]. The harmonic time-series analysis leads to a general scheme for the full reconstruction, up to an overall phase, of the initial wave packet based on measured KER spectra [7].

Including rotation of the molecular ion (Fig. 3) [8], beat frequencies that correspond to a vibrational transition $v \rightarrow v'$ are split into multiple lines due to rotational-vibrational coupling. These lines represent individual angular-momentum contributions to the ro-vibrational wave packet (Fig. 4).

**Future plans:** We intend to simulate the extent to which the quantum-beat analysis of measured time-dependent fragment KER spectra can quantify the laser-modulated ro-vibrational structure of $H_2^+$ and other diatomic molecules. Extending this technique to more complicated polyatomic molecular systems and reaction complexes may enable the investigation of molecular dynamics across the (field-modified) potential barrier along a particular reaction coordinate, and, thus, provide a basis for novel multidimensional optical-control schemes for chemical reactions. We further envision to apply this method to quantify the progression of decoherence in the nuclear motion based on a time series of KER spectra [7].

2. **Attosecond time-resolved photoelectron spectroscopy of metal surfaces** (with Chang-hua Zhang)

**Project scope:** We attempt to model the time-resolved photo-electron emission and Auger decay in pump-probe and streaking experiments with complex targets, such as clusters, carbon nanotubes, and surfaces.

**Recent progress:** In a recent experiment [9], an attosecond extreme XUV light pulse is used to release electrons from either bound core levels or delocalized conduction-band states. The released electrons get exposed to the same IR probe pulse, which was also used to generate the XUV pulse via harmonic generation. The two laser pulses are thus synchronized with a precisely adjustable time delay $\tau$, and the measured asymptotic photoelectron kinetic energy $E$ depends on $\tau$. By varying $\tau$, a tomographic image of the time-resolved photo-electron kinetic energy distribution $P(E, \tau)$ can be recorded. For tungsten surfaces a relative delay of $110 \pm 70$ as was measured [9] between the detection of electrons that are photoemitted by absorption of a single XUV photon from 4f-core and conduction-band levels. We calculated the energy-resolved spectra $P_{cb}(E, \tau)$ and $P_{4f}(E, \tau)$ for the two groups of photoelectrons as a function of $\tau$. The comparison of experiment [9] and theory [10] shows that our IR pulse modulation of the photoelectron kinetic energy agrees with the experiment. In order to find the temporal shift between our calculated spectra for streaked photoemission from 4f-core and conduction-band levels, we examined their center-of-energies $E_{CM}(\tau)$ and find agreement with the measured relative delay (Fig. 5).

**Future plans:** (1) We intend to include diffraction effects during the propagation of photoelectrons inside the solid. (2) For XUV pulses that are of the order of or longer than the IR period, illumination of an adsorbate-covered metal surface with an XUV and a delayed IR laser pulse results in sidebands in the photoelectron spectra. We have started a detailed analysis of such measured [11] sideband spectra, and are able [12] to reproduce the measured relative side band heights (SBH). The SBHs parameterize the delay between the photoemitted core-level electrons and Auger electrons.
Fig. 5. Streaked photo-emission from conduction-band and 4f-core levels of a W (110) surface: $E_{CM}$ as a function of the delay between the XUV and IR pulse. (a): Experimental results [9]. The damped sinusoidal curves are fits to the raw experimental data. (b): Calculated results [10] showing a relative shift of 110 as between the two groups of electrons. Energies for the 4f photoelectrons are multiplied by a factor 2.5 in (a) and 1.1 in (b).
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1. Program Scope

Using semiconductor nanocrystals (NCs) one can produce extremely strong spatial confinement of electronic excitations not accessible with other types of nanostructures. Because of spatial constraints imposed on electron and hole wavefunctions, electronic energies in NCs are directly dependent upon their dimensions, which is known as the quantum-size effect. This effect has been a powerful tool for controlling spectral responses of NCs and enabling potential applications such as multicolor labeling, optical amplification, and low-cost lighting. In addition to spectral tunability, strong spatial confinement results in a significant enhancement of carrier-carrier interactions that lead to a number of novel physical phenomena including large splitting of electronic states induced by electron-hole (e-h) exchange coupling, ultrafast mutiexciton decay via Auger recombination, high-efficiency intraband relaxation via e-h energy transfer, and direct generation of multiple excitons by single absorbed photons via carrier multiplication. Understanding the fundamental physics of electronic and magnetic interactions under conditions of extreme quantum confinement and the development of methods for controlling these interactions represent the major thrusts of this project. Research topics studied here include single-exciton optical gain using engineered exciton-exciton interactions, tunable magnetic exchange with paramagnetic ions in core/shell heterostructures, and Auger recombination and carrier multiplication in NCs of direct- and indirect-gap materials. In addition to their fundamental significance, these studies are relevant to a number of emerging applications of NCs in areas such as low-threshold lasing, solar-energy conversion, and magneto-optical imaging.

2. Recent Progress

During the past year, our work in this project focused on studies of exchange interactions in Mn-doped core-shell structures, single-NC magnetic-field spectroscopy of band-edge states in CdSe quantum dots, comparative studies of Auger recombination in direct- and indirect-gap semiconductors, pressure-dependent studies of multiexciton dynamics in PbSe NCs, and optical gain studies of “giant” NCs comprising small CdSe cores overcoated with thick CdS shells. During 2007-09, our work resulted in 23 peer-reviewed publications including reports in Nature and Nature Mater., feature articles in Annu. Rev. Phys. Chem. and Acc. Chem. Res., 4 Phys. Rev. Letters, 3 J. Am. Chem. Soc. papers, 4 Nano Letters, 3 Phys. Rev. B articles, etc. The studies conducted in this project were presented in 38 invited conference talks and numerous university seminars. Below, we provide a description of two pieces of our work in which we deal with Auger effects in NCs of direct- and indirect-gap semiconductors [1] and exchange interactions in engineered core-shell Mn-doped NCs [2]. In our Auger studies, we observe a very unusual trend, namely a universal size-dependent scaling of multiexciton decay rates across a wide range of NC systems (including direct- and indirect-gap materials). In our studies of magnetically doped NCs, we demonstrate for the first time that exchange interactions in nanostructures can be tuned not only in size but also in sign.

2.1 Universal size-dependent trends in Auger recombination in NCs of direct- and indirect-gap semiconductors

In bulk direct-gap materials, Auger decay is a three-particle process wherein the e-h recombination energy is transferred to the third carrier. Because of combined requirements of energy and translational momentum conservation, this process exhibits a thermally activated behavior and is characterized by a rate \( r_A \) that scales as \( r_A \propto \exp(-E_A/k_BT) \), where \( E_A \) is the activation threshold, which is directly proportional to the energy gap, \( E_g \). In indirect-gap bulk materials, carriers involved in Auger recombination are separated in \( k \)-space. In this case, Auger decay occurs with appreciable efficiencies only with participation of momentum-conserving phonons. While involvement of phonons removes the activation barrier, it leads to a significant reduction of the decay rate because such Auger recombination is a higher-order, four-particle process. For example, direct-gap InAs and indirect-gap Ge, exhibit room-temperature Auger constants that differ by five orders
of magnitude $1.1 \times 10^{-26}$ cm$^6$s$^{-1}$ [81] vs. $1.1 \times 10^{-31}$ cm$^6$s$^{-1}$, respectively), despite a relatively small difference in energy gaps (0.35 eV and 0.66 eV, respectively).

The strong spatial confinement that is characteristic of ultrasmall semiconductor NCs, leads to relaxation of translational momentum conservation, which should diminish the distinction between direct- and indirect-gap semiconductors with regard to the Auger processes. To analyze the effect of arrangement of energy bands in $k$-space on Auger recombination, we have performed a comparison of multiexciton decay rates in NCs of indirect-gap (Ge) and direct-gap (InAs, PbSe, and CdSe) semiconductors.

Carrier recombination dynamics were monitored using transient absorption (TA) pump-probe spectroscopy, in which the absorption changes associated with non-equilibrium carriers injected by a sub-100 fs pump pulse were probed with a second variably delayed pulse. In the case of direct-gap NCs, the probe wavelength is tuned to the lowest-energy 1S absorption feature to monitor carrier-induced band-edge bleaching. Because of the small oscillator strength of inter-band (valence-to-conduction band) transitions, indirect-gap NCs do not exhibit band-edge bleaching but rather show a structureless photoinduced absorption due to intra-band transitions. Since the strength of these transitions increases with decreasing energy, photoinduced absorption is typically probed in the infrared (IR) (we used 1100 nm in our measurements of Ge NCs).

From TA dynamics measured as a function of pump intensity, we determine Auger decay times of biexciton states ($\tau_2$), and then, use them to calculate effective Auger constants $C_{\text{NC}}= V_0^2 (8 \pi \tau)^{-1}$ ($V_0$ is the NC volume). Remarkably, despite a vast difference in electronic structures of the bulk solids (especially when one compares direct- and indirect-gap materials), the Auger constants in same-size NCs of different compositions (Ge, PbSe, InAs, and CdSe) are similar. Further, they show a universal cubic size dependence described approximately by $C_{\text{NC}} = R \beta R^3$ ($R$ is the NC radius). The numerical pre-factor in this expression ($\beta$) varies by less than an order of magnitude (from $4.4 \times 10^{-9}$ cm$^3$s$^{-1}$ for CdSe NCs to $2.3 \times 10^{-9}$ cm$^3$s$^{-1}$ for Ge NCs) depending on composition, which is in sharp contrast to several orders of magnitude spread in Auger constants in the corresponding bulk materials.

A close correspondence in Auger constants and multiphoton decay rates observed for similarly sized NCs of different compositions indicates that the key parameter, which defines Auger rates in these materials, is NC size rather than the energy gap or electronic structure details. These observations can be rationalized by confinement-induced relaxation of momentum conservation, which removes the activation barrier in Auger decay in NCs of direct-gap semiconductors and eliminates the need for a momentum-conserving phonon in indirect-gap NCs. Thus, this effect may smear out the difference between materials with different energy gaps ($E_g$ would normally determine the height of the activation barrier) or different arrangements of energy bands in $k$-space.

### 2.2 Tunable exchange interactions in Mn-doped core/shell NCs

Traditionally, embedding paramagnetic atoms into low-dimensional semiconductor structures requires molecular-beam epitaxy or chemical vapor deposition techniques. There now exists a rich variety of “diluted magnetic semiconductor” (DMS) quantum wells, superlattices, and hetero-interfaces, with recent work demonstrating magnetic doping of epitaxially-grown “zero-dimensional” quantum dots. In parallel however, advances in colloidal chemistry have recently allowed magnetic doping of semiconductor NCs providing an alternative and potentially lower-cost route towards magnetically active quantum dots. With a view towards enhancing carrier-paramagnetic atom spin interactions, colloidal NCs typically generate stronger spatial confinement of electronic wavefunctions compared to their epitaxial counterparts, which is thought to enhance $sp$-$d$ exchange coupling even for a single magnetic dopant atom.

Central to the efforts in DMS nanomaterials is a drive to control the interaction strength between carriers (electrons and holes) and the embedded magnetic atoms. In this context, colloidal NCs provide great flexibility through growth-controlled “engineering” of electron and hole wavefunctions in individual NCs. In our recent work [2], we have demonstrated a widely tunable magnetic $sp$-$d$ exchange interaction between electron-hole excitations (excitons) and paramagnetic manganese ions using “inverted” core/shell NCs composed of Mn$^{2+}$-doped ZnSe cores that are over-coated with undoped (i.e., nonmagnetic) shells of narrower-gap CdSe.

Four series of ZnSe/CdSe NCs were grown, each having ZnSe cores of radius $r \equiv 17$ Å. Within each series the CdSe shell thickness, $h$, systematically increases from 0 - 8 Å. Two series used nonmagnetic (undoped) “reference” cores, and two used Mn$^{2+}$-doped cores. Elemental analysis of pyridine-washed magnetic cores indicates $\sim 2$ Mn$^{2+}$ ions per core, on average. Paramagnetic resonance studies indicate that the Mn$^{2+}$ reside primarily within the ZnSe core, for all $h$. Low-temperature optical studies of magnetic circular dichroism in this nanostructures reveal giant Zeeman spin-splittings between the spin $\pm 1$ band-edge excitons that, surprisingly, are tunable both in magnitude and in sign. Effective exciton $g$-factors are controllably tuned from -200 to +30 solely
by increasing the CdSe shell thickness, demonstrating that strong quantum confinement and wavefunction engineering in core/shell NC materials can be used to manipulate carrier–Mn$^{2+}$ wavefunction overlap and the \( sp-d \) exchange parameters themselves.

Our observations strongly suggest that the sign of the electron-Mn$^{2+}$ exchange constant, \( \alpha \), in NCs is opposite to that in bulk materials. We believe that this effect results from a confinement induced admixture of \( p \)-type valence band symmetry into the electron’s Bloch wavefunction, causing a negative kinetic-exchange contribution to \( \alpha \) that increases with confinement energy (hole exchange constant, \( \beta \), remains largely unaffected, being already dominated by kinetic exchange). Such a possibility has been indeed expected based on recent theories of DMS quantum wells, however, prior to our studies this effect has never been observed experimentally.

3. Future Plans

In our future work, we plan to explore two topics: single-exciton gain through giant exciton-exciton repulsion in IR emitting type-II NCs and “visualization” of single spins in individual magnetically doped NCs.

3.1 Single-exciton optical gain in IR using exciton-exciton repulsion in type-II NCs. So far, optical gain in the IR spectral range with colloidal nanostructures has been only demonstrated for NCs of lead salts such as PbSe and PbS. These materials, however, are characterized by a high, eight-fold degeneracy of the lowest-energy emitting states, which results in high optical gain thresholds that corresponds to excitation of at least 4 excitons per NC on average. This high exciton multiplicity leads to very short gain lifetimes (~10 ps) because of rapid shortening of the Auger time constants with the number of excitons. This greatly complicates applications of these materials in practical lasing technologies.

As we discussed in refs. 19 - 23, type-II heterostructures can demonstrate optical gain in the single-exciton regime, for which the population-inversion lifetime is limited not by Auger decay but by the much slower intrinsic radiative recombination. In our work, we will focus on the synthesis and spectroscopic characterization of type-II NCs with IR emission energies. We will explore material systems such as PbSe/CdS and CdSe/CdTe that exhibit type-II alignment of energy states in the bulk form. The ultimate goal of this work will be the demonstration of optical gain and amplified spontaneous emission in the IR due to single-exciton states.

3.2 Detection of single magnetic spins in semiconductor NCs. Motivated by our recent progress in doping NCs with magnetic Mn ions [2] and also by our advances in spectrally- and polarization-resolved microscopy of single NCs [3], we propose to develop optical techniques to measure the magnetization of single Mn spins that have been doped into NCs. This approach will exploit the well-known exchange coupling in DMSs such as Zn$_{1-x}$Mn$_x$Se or Cd$_{1-x}$Mn$_x$Se, wherein the spin orientation of embedded Mn atoms dramatically influences the semiconductor’s band-edge radiative transitions.

To detect the spin state of a single Mn ion, it is necessary that we selectively measure photoluminescence (PL) from an individual NC. This will be achieved using established techniques for single-NC microscopy (already in regular use in our laboratories). It further requires that in synthesized structures, the NC emission energy is lower than the energy of the internal Mn transition (2.13 eV). The latter situation can be realized using, for example, Mn-doped CdSe NCs of large sizes. Additionally, we will explore the use of inverted core-shell structures based on ZnSe and CdSe. This approach will take advantage of previous techniques for incorporation of Mn into ZnSe NCs and the growth of high-quality ZnSe(core)/CdSe(shell) structures [2]. As has been demonstrated previously, the emission energy for these structures can extend to 1.8 eV, which is below the energy of the internal Mn transition. Core-shell NCs will also provide an interesting opportunity for controlling strength of the exchange interaction of NC quantum-confined states with Mn ions by tuning the spatial distributions of electronic wave functions.

The interaction of the Mn atom with electrons and holes (generated by photoexcitation) is expected to yield a PL spectrum consisting of 6 \( discrete \) peaks, each peak corresponding to the radiative recombination of spin 1 electron-hole pairs (excitons) that have interacted with a specific spin state of the Mn atom. The intensity distribution and energy splitting of the observed PL peaks will reveal the probability of the Mn spin being in that specific quantum-mechanical state, and the energy splitting between the peaks reveals the strength of the exchange coupling.


Objective and Scope

The AMOS program at LBNL is aimed at understanding the structure and dynamics of atoms and molecules using photons and electrons as probes. The experimental and theoretical efforts are strongly linked and are designed to work together to break new ground and provide basic knowledge that is central to the programmatic goals of the Department of Energy. The current emphasis of the program is in three major areas with important connections and overlap: inner-shell photo-ionization and multiple-ionization of atoms and small molecules; low-energy electron impact and dissociative electron attachment of molecules; and time-resolved studies of atomic processes using a combination of femtosecond X-rays and femtosecond laser pulses. This latter part of the program is folded in the overall research program in the Ultrafast X-ray Science Laboratory (UXSL).

The experimental component at the Advanced Light Source makes use of the Cold Target Recoil Ion Momentum Spectrometer (COLTRIMS) to advance the description of the final states and mechanisms of the production of these final states in collisions among photons, electrons and molecules. Parallel to this experimental effort, the theory component of the program focuses on the development of new methods for solving multiple photo-ionization of atoms and molecules. This project seeks to develop theoretical and computational methods for treating electron processes that are currently beyond the grasp of first principles methods, either because of the complexity of the targets or the intrinsic complexity of the processes themselves. This dual and tightly linked approach of experiment and theory is key to break new ground and solve the problem of photo double-ionization of small molecules and unravel unambiguously electron correlation effects.
Objective and Scope

This program is focused on studying photon and electron impact ionization, excitation and dissociation of small molecules and atoms. The first part of this project deals with the interaction of soft x-rays with atoms and simple molecules by seeking new insight into atomic and molecular dynamics and electron correlation effects. These studies are designed to test advanced theoretical treatments by achieving a new level of completeness in the distribution of the momenta and/or internal states of the products and their correlations. The second part of this project deals with the interaction of low-energy electrons with small molecules with particular emphasis on Dissociative Electron Attachment (DEA). Both studies are strongly linked to our AMO theoretical studies led by C.W. McCurdy and T. Rescigno and are designed to break new ground and provide basic knowledge that is central to the programmatic goals of BES in electron-driven chemistry. Both experimental studies (photon and electron impact) make use of the powerful COLd Target Ion Momentum Spectroscopy (COLTRIMS) method to achieve a high level of completeness in the measurements.

Momentum imaging of the photo double ionization of the ethylene molecule.

Direct photo double ionization is a process that arises essentially because of the electron correlation. The signature of the electron correlation can be seen in the angular distributions of the two ejected electrons in the molecular frame system. Ethylene (C$_2$H$_4$) is chosen as the ideal system to probe electron correlation in a relatively small molecule containing a single π bond. We subjected ethylene molecules to VUV radiation near the double ionization threshold in order to unravel the electron correlation and subsequent molecular dynamics. As a result of double photoionization, three distinct dissociation channels were observed: a symmetric break-up channel (CH$_2^+$ + CH$_2^+$), a deprotonation channel (H$^+$ + C$_2$H$_3^+$) and an asymmetric break-up (H$_2^+$ + C$_2$H$_2^+$). We performed the experiment at a photon energy of 40 eV, approximately 10 eV above the double photo ionization threshold. In each of the dissociation channels we observe at least two separate pathways that led to the products. In the vertical transition, the difference between the photon energy and the sum energy of the two ejected electrons defines where on the energy potential of the di-cation the system lands. Comparing to the very limited theoretical potential energy curves found in the literature we conclude that the third excited state (singlet S$_3$) is the dominant channel for symmetric break up. In particular two-conical intersections and one-avoided crossing led to the sophisticated manifold of dissociation pathways originiting from S$_3$ to eventually dissociate through the di-cation ground state S$_1$. It is quite surprising that no direct population of the S$_1$ ground state of the di-cation was observed in this experiment (no stable or dissociating S$_1$).
channels originate from excited states of the di-cation. This absence of the dicaticionic ground state is tentatively attributed to having a negligible Franck-Condon overlap in the torsional mode when a transition takes place from the planar neutral ground state to the twisted dicaticionic ground state. The partial and complete differential cross sections were obtained for the symmetric break-up channel. The single differential cross section for the major channel (starting at $S_3$) and minor channel (starting at $S_2$) showed marked differences. In the minor channel pathway ($S_2$) the single differential cross section showed surprising structures, which could indicate the presence of resonant processes involving autoionizing states. The multi-differential cross section and in particular the angle of emission of the electrons relative to each other in the molecular frame exhibit a very strong electron correlation. Despite the complexity of the system under study several similarities to double photoionization of the hydrogen molecule were observed.

**Photo and Auger electron angular distributions of fixed-in-space CO$_2$.**

We performed the first kinematically complete experiment of carbon 1s photoionization of CO$_2$ including Auger decay and the fragmentation. The experiment was performed at the Advanced Light Source using a COLTRIMS technique. By coincident measurements of carbon (1s) photoelectrons and ion fragments using synchrotron light at several energies above the C(1s) threshold, we determine photoelectron angular distributions as well as Auger electron angular distributions with full solid angle in the molecular fixed frame. We confirm recent unexpected results showing an asymmetry of the photoelectron angular distribution along the molecular axis after ionization of the carbon 1s orbital. This observation is surprising because the carbon dioxide molecule is linear with the carbon atom placed between the oxygen atoms. The carbon 1s orbital is almost spherical-symmetric and diffraction of the electron wave at the oxygen atoms located at equal distance to the center of the wave should produce a symmetric electron angular distribution with respect to the center of mass. In this experiment we do not only confirm the asymmetry but in addition we give a direct experimental support of a mechanism proposed by theory colleagues McCurdy and Rescigno. In the vibrational ground state the nuclear wave function is symmetric. However the measurement of a single photoionization event at an individual molecule can find the molecule at asymmetric bond length. In such a case, the symmetry is broken by different C-O bond lengths on each side of the center, and the subsequent Auger decay makes it more likely for the longer bond to break. Different internuclear distances at the instant of Auger decay lead to different nuclear kinetic energy releases (KER). As a consequence the asymmetry should vary with the KER, which is what we observe. Our high resolution measurements revealed new details in the molecular-fixed frame photoelectron angular distribution and showed for the first time CO$_2$ Auger electron angular distributions in that frame. We observe a clear link between Auger and photo electron angular distributions due to post-collision interaction.

**Kinematically complete experimental study of the dissociation pathways of the singly ionized CO molecule.**

We studied the dissociation of the singly ionized carbon monoxide molecule, followed by subsequent autoionization of O$^\cdot$, by detecting for the first time all four final fragments (C$^+$ + O$^+$ + 2e) in coincidence. In this experiment the supersonic jet of carbon monoxide was illuminated by the 43 eV x-ray beam at the Advanced Light Source. Although some direct double ionization of CO molecule was observed, the energetics dictated that most
of the registered events must be attributed to single ionization followed by an autoionization in the atomic state of the oxygen. The energy of the slow electron is constant and independent of the first electron energy or of the nuclear kinetic energy release (KER) which is a clear signature of autoionization. The molecular dissociation of CO’ ion followed by autoionization of the oxygen has been observed before. In this study we performed the most kinematically complete experiment where by simultaneously measuring the vector momenta of all particles we were able to extract the KER of the reaction together with the energies and complete angular distributions of photo-electron and autoionization electron in the body-fixed molecular frame. The study of these detailed angular distributions as a function of polarization and KER reveal a surprising dissociation dynamics. Comparison with theoretical calculations by colleagues Rescigno and Orel shine light on the molecular states involved in the initial process of photo-ionization. We observe a strong correlation between the angle of emission of the photo-electron and the angle of emission of the autoionization electron despite the fact that autoionization takes place in the atomic oxygen when the molecule has already fully dissociated. Further studies both experimental and theoretical are on-going to understand the origin of this unique photo and autoionization electron correlation.

**Dissociative electron attachment to water molecules: imaging of the dissociation dynamics of the water anion.**

A Coltrims spectrometer has been modified for measuring the angular dependence and kinetic energy release of negative ion fragments arising from dissociative electron attachment to water and heavy water molecules. The resonant attachment of a low energy electron to a water molecule occurs via three metastable electronic states of the H2O anion, whose vertical transition energies determine the incident electron energy at which attachment occurs. Following the electron attachment a competition between autodetachment of the electron and very fast molecular dynamics that keeps the electron attached to the nuclei takes place. This fast dynamics is key in converting electronic energy to nuclear motion. The dissociation of the three resonance states of the anion (2B1, 2A1 and 2B2) involves complicated polyatomic dynamics involving conical intersection and, perhaps Renner-Teller effects, and occurs in several interesting ways. The angular dependence of dissociative attachment depends both on the entrance amplitude and the more complicated nuclear dynamics of the anion transient state. We find that the attachment of the electron to the molecule is exquisitely sensitive to the orientation of the molecule with respect to the incoming electron. The measured angular distributions of the anion fragments (O⁻ or H⁻) confirm quite well the concept of entrance amplitude and the unique angular selectivity of electron attachment for each resonance.

**Future Plans**

We plan to continue application of the COLTRIMS approach to achieve complete descriptions of the single photon double ionization of CO and its analogs. Of particular interest is an in-depth study of the “photo-autoionization” electron correlation and entanglement. Our earlier observations of the isomerization of acetylene to the vinylidene configuration forms a basis for possible further studies of this phenomena perhaps using deuterated acetylene to alter the relative time scales of molecular rotation and the dissociation dynamics. We plan to continue using our new “electron impact Coltrims” to study dissociation electron attachment to some biologically relevant molecules.
Recent Publications


Program Scope: This project seeks to develop theoretical and computational methods for treating electron processes that are important in electron-driven chemistry and physics and that are currently beyond the grasp of first principles methods, either because of the complexity of the targets or the intrinsic complexity of the processes themselves. A major focus is the development of new methods for solving multiple photoionization and electron-impact ionization of atoms and molecules. New methods are also being developed and applied for treating low-energy electron collisions with polyatomic molecules and clusters. A state-of-the-art approach is used to treat multidimensional nuclear dynamics in polyatomic systems during resonant electron collisions and predict channeling of electronic energy into vibrational excitation and dissociation.

Recent Progress and Future Plans:

Exterior complex scaling (ECS) continues to provide the computational framework for our studies of strongly correlated processes that involve several electrons in the continuum. We have used this methodology with some success in studies of two-photon double ionization of helium (refs. 7, 13, 16). Experiments underway at FLASH aimed at studying two-photon double ionization of homonuclear diatomics have prompted us to extend our 2ν-DPI studies to molecular hydrogen. We have completed a preliminary study (ref. 22) which focused on calculating the fully differential cross section at 30 eV photon energy for equal-energy sharing of the ejected electrons. Although the results for H₂ showed some of the trends observed earlier for helium, such as a general preference for back-to-back electron escape, the calculations reveal significant molecular effects. We find significant differences in both the shape and magnitude of the differential cross sections for photon polarization parallel and perpendicular to the molecular axis. We also find that the propensity for back-to-back ejection, which is greatest when one electron is aligned with the polarization vector, decreases as the angle between one electron and the polarization vector increases. These initial studies were carried out for a single internuclear distance. However, we expect the effects of nuclear motion to be significant in both real and virtual sequential absorption where one photon is absorbed and the nuclei can move before the second photon is absorbed. These effects, as well as results for other energy-sharings, will be the subject of future studies.

The onset of Young’s two-slit interference effects in single photoionization (or double photonoionization at extreme unequal energy sharing) in homonuclear diatomics is expected when the De Broglie wavelength of the ejected electron is comparable to the internuclear distance. The interpretation of these effects can be obscured by the use of circularly polarized light, as we showed in our studies of H₂ double ionization at high energies, which was published in Physical Review Letters (ref. 17). We have followed this study with a systematic comparison (ref. 19) of two-center effects in the photoionization of H₂⁺, H₂ and Li₂⁺ using circularly polarized light. The results show that, in general, the calculated angular distributions for circularly polarized...
light are very similar to those obtained by averaging the corresponding angular distributions for parallel and perpendicular linearly polarized light, implying that coherence between the corresponding $\Sigma u^+$ and $\Pi u$ amplitudes is barely responsible for the shape of the angular distributions.

The treatment of molecular ionization dynamics beyond the Born-Oppenheimer approximation, which may be a key issue in interpreting ultrafast experiments on molecules using X-ray pulses, requires not only fast, accurate and efficient computational methods, but also the proper choice of coordinate systems. To this end, we have continued our development of an ECS-based, finite-element, discrete variable method in prolate spheroidal coordinates, which are the natural choice of coordinates for diatomic targets. The viability of this approach was demonstrated with calculations on the bound and continuum wave functions and photoionization amplitudes for $\text{H}_2^+$. This problem was formulated using both time-independent (ref. 20) and time-dependent (ref. 24) techniques and we demonstrated that essentially exact numerical results could be obtained far more efficiently than what could be achieved using conventional single-center expansion methods. The extension to many-electron diatomic targets, however, requires efficient treatment of the electron-electron repulsion. This problem has also been solved by using an efficient Poisson equation treatment of the electron-electron repulsion based on a multipole representation of $1/r_1^2$ in prolate spheroidal coordinates. We have applied this methodology to double ionization of $\text{H}_2$ with remarkable success. The results are currently being prepared for publication. We believe that the speed and accuracy of this approach will pave the way for a full treatment of $\text{H}_2$ DPI beyond the Born-Oppenheimer approximation.

Recent experiments on carbon 1s ionization from $\text{CO}_2$ showed several striking features, namely, a weak but definite asymmetry in the body-frame photoelectron angular distributions with respect to $\text{O}^+ + \text{CO}^+$ fragment ions and a rapid change in the shape of the angular distributions over a very narrow energy range. The former finding was surprising since the electron is being ejected from the central carbon in the linear, symmetric molecule. In our recently published theoretical study of this problem (ref. 23), we showed that the asymmetry could be explained without invoking a breakdown of the two-step model for core-level photoionization or an unlikely post-collision interaction, but rather by a proper accounting of asymmetric vibrational motion along with reasonable assumptions about the nuclear dissociation dynamics. Our theoretical angular distributions, computed using the complex Kohn variational method, are in good agreement with experiment. We were also able to explain the rapid change in the angular distributions to an energy-dependent destructive interference between partial waves.

Inner-valence photoionization of CO at energies below the vertical threshold for direct double ionization can produce unstable singly charged $\text{CO}^+$ ions that dissociate to $\text{C}^+$ plus an autoionizing $\text{O}^*$ atom at large internuclear separations.
Although this “indirect double ionization” process in CO has been extensively studied, much of that work has focused on identification of the atomic autoionizing states which are, but relatively less is known about the character of the singly ionized states initially produced. With a view toward interpreting the results of recent ALS experiments on CO, which for the first time measure the energies, body-frame angular distributions of both Auger and photo-electrons and the associated kinetic energy releases, we have undertaken a theoretical study of this problem. The results of large-scale electronic structure calculations reveal a dissociative CO\(^+\) state that is produced by removal of a CO\(^{3\sigma}\)(oxygen 2s) electron. This state rapidly changes character as the internuclear separation increases, undergoing several avoided crossings before correlating with C\(^+(2P)\) + O\(^{*(2p^3(2P)^3s,3P)}\). The identification of this state was further confirmed by carrying out photoionization calculations for CO\(^{3\sigma}\) ionization and computing body-frame photoelectron angular distributions, which were found to be in good agreement with the measured quantities. We are currently preparing the results of this joint theoretical/experimental study for publication.

**Publications (2007-2009):**


Program Scope: This program seeks to bridge the gap between the development of ultrafast X-ray sources and their application to understand processes in chemistry and atomic and molecular physics that occur on both the femtosecond and attosecond time scales. Current projects include: (1) The construction and application of high harmonic generation sources in chemical physics, (2) Applications of a new ultrafast X-ray science facility at the Advanced Light Source at LBNL to solution-phase molecular dynamics, (3) Time-resolved studies and non-linear interaction of femtosecond x-rays with atoms and molecules, (4) Theory and computation treating the dynamics of two active electrons atoms and molecules in intense short pulses, as well as the development of tractable theoretical methods for treating molecular excited states of large molecules to elucidate their ultrafast dynamics, and (5) Advanced attosecond pulse techniques in studies of atomic and molecular dynamics.

Recent Progress and Future Plans:

1. Soft X-ray high harmonic generation and applications in chemical physics

This part of the laboratory is based on a set of high repetition rate femtosecond VUV pulse sources. It will provide light pulses in the VUV- and soft X-ray regime with pulse durations on the sub-40 fs timescale and repetition rates up to 3 kHz. The sources will be complemented by state-of-the-art photoelectron and photoion detection schemes and a high resolution transient absorption setup. The sources are based on HHG with an IR fundamental in gaseous media. The driving IR laser provides pulses of 25 fs duration at 3 kHz repetition rate with pulse energies up to 5 mJ. After separation from the fundamental, a narrow band of high harmonic photon energies is selected by means of filters, multilayer mirrors, and gratings. The first beamline providing ultrashort pulses at 23.7 eV photon energy is operational. A second, capillary-based femtosecond VUV pulse source has produced first light beyond 140 eV photon energy.

The first experiments focus on the ionization dynamics of pure and doped Helium droplets. An existing experimental setup consisting of a Helium cluster source and a velocity-map-imaging photoelectron spectrometer, has been modified to record femtosecond time-resolved photoelectron energy- and angular-distributions. Synchrotron based studies have revealed the emission of extremely slow (<1 meV) electrons by Helium droplets that are excited ~1 eV below the atomic Helium ionization threshold. Furthermore, the photoelectron spectra of doped Helium droplets show a rich structure that depends on the photon energy and cluster size. A series of femtosecond time-resolved VUV-pump IR-probe photoelectron imaging experiments has revealed an unexpected abundance of relaxation processes which indicate an important role of atomic and molecular Rydberg states in the electronic de-excitation pathways. First evidence for
an intra-droplet electronic decay has been revealed. Currently a state-of-the-art momentum-resolving ion spectrometer is being installed to gain a more complete picture of the potentially rich nuclear dynamics initiated by the electronic excitation.

Ultimately, the high-repetition high harmonics source will be equipped with 3 beam lines in order to make optimum use of the femtosecond driving laser. Photoelectron-photoion coincidence imaging experiments and transient X-ray absorption experiments will be installed at the additional beam lines. We will generate and utilize femtosecond soft X-ray pulses with photon energies reaching the water window (290eV-540eV). Finally, the investigator team is applying for time at the LCLS to study inner shell ionization of field-ionized rare gas atoms.

2. Applications of the new femtosecond undulator beamline at the Advanced Light Source to solution-phase molecular dynamics

The objective of this research program is to advance our understanding of solution-phase molecular dynamics using ultrafast x-rays as time-resolved probes of the evolving electronic and atomic structure of solvated molecules. Two new beamlines have been constructed at the Advanced Light Source, with the capability for generating ~200 fs x-ray pulses from 200 eV to 10 keV. We have also developed a new capability for transmission XAS studies of thin liquid samples in the soft x-ray range, based on a novel Si$_3$N$_4$ cell design with controllable thickness <1 µm.

Present research is focused on charge-transfer processes in solvated transition-metal complexes, which are of fundamental interest due to the strong interaction between electronic and molecular structure. In particular, Fe$^{II}$ complexes exhibit strong coupling between structural dynamics, charge-transfer, and spin-state interconversions. We previously reported the first time-resolved EXAFS measurement of the atomic structural dynamics associated with the Fe$^{II}$ spin-crossover transition, showing the dilation of the Fe-N bond distance by ~0.2 Å within 70 ps of photoexcitation into the MLCT$^1$ state. This year we have focused on understanding the evolution of the valence electronic structure, and the influence of the ligand field dynamics on the Fe $3d$ electrons, using time-resolved XANES measurements at the Fe L-edge. Our recent picosecond results show a clear 1.7 eV dynamic shift in the Fe-L$_3$ absorption edge with the ultrafast formation of the high-spin state. This reflects the evolution of the ligand-field splitting, and is the first time-resolved solution-phase transmission spectra ever recorded in the soft x-ray region. Preliminary femtosecond x-ray studies show these dynamics evolving on a 200 fs time scale.

A second area of focus is on the structural dynamics of liquid water following coherent vibrational excitation of the O-H stretch (in collaboration with A. Lindenberg et al. at Stanford). Time-resolved results at the O K-edge show distinct changes in the near-edge spectral region that are indicative of a transient temperature rise of 10K following laser excitation and rapid thermalization of vibrational energy. The rapid heating at constant volume creates an increase in internal pressure, ~8MPa, which is manifest by spectral changes that are distinct from those induced by temperature alone. Femtosecond studies of hydrogen bond dynamics are presently underway.

An important goal is to apply time-resolved X-ray techniques to understand the structural dynamics of more complicated reactions in a solvent environment. Future research will focus on charge-transfer, and ligand dynamics in bi-transition-metal
complexes and porphyrins, as well as reaction dynamics of solvated halide molecules.

3. **Time-resolved studies and non-linear interaction of femtosecond x-rays with atoms and molecules:**

An extension of non-linear processes to the XUV spectral region was until recently considered unfeasible due to a lack of sufficiently intense short-wavelength radiation sources. In recent years, higher-order harmonic generation has reached intensities high enough as to induce two or three photon ionization processes. The design and construction of our intense XUV source is based on scaling-up in energy of the loose focusing high harmonic generation scheme. The first application of this intense source high harmonics is to study the isomerization of ethylene (C\textsubscript{2}H\textsubscript{4}+) leading to the formation of the ethylidene configuration (CH\textsubscript{2}CH\textsuperscript{+}). Application of a VUV pump (20-24 eV) and NIR probe (800 nm) resulted in ethylene cation isomerization in ethylidene with subsequent fragmentation to CH\textsubscript{3}+ and CH\textsuperscript{+}, which occurred favorably if the IR probe was applied 80 fs after EUV excitation. The ethylidene configuration is found to be transient with a lifetime of ~ 60 fs. This configuration is predicted by theory as a transient state that connects an excited electronic state to the ground state of the cation. Furthermore we developed a state-of-the-art split-mirror capability that enables x-ray pump and x-ray probe studies of molecular systems. As a first application we performed a 5\textsuperscript{th} harmonic pump 5\textsuperscript{th} harmonic probe to study the dynamics and the coupling of electronic and nuclear degrees of freedom in the V and Z states of neutral ethylene. This study is being extended to 5\textsuperscript{th} harmonic pump and 19\textsuperscript{th} harmonic probe of the same system. In collaboration with the Argonne National Laboratory AMO group we performed a first gas phase experiment at the ALS femtosecond beamline using an experimental set up build by the two groups. In this transmission measurement experiment the collaboration performed the first transient laser induced transparency of x-rays interacting with the K-shell of neon.

The construction of the new Momentum Imaging Spectroscopy for TimE Resolved Studies (MISTERS) apparatus began in the second half of 2008. Currently the main chamber together with the two-stage supersonic gas jet-dump and the second stage of the target preparation chamber are mounted and sit on a custom made moveable frame, which also holds the gas jet manifold. The rail system for the spectrometer-sledge and the sledge itself are in place; the spectrometer electrodes are machined as well. A mechanical in-vacuum xyz-tip-tilt stage has been developed and built for steering the back-focusing mirror (or split mirror stage). The first crucial parts for an effective two-stage differential pumping stage were designed and ordered. Assembling and mounting the first stage of the target preparation chamber is scheduled for Fall 2009; first vacuum test will start right afterwards. Once finished, the setup will be optimized for two-photon double ionization of helium atoms and hydrogen molecules using the high harmonics sources of the UXSL. We intend to measure one ion and one electron in coincidence in order to get access to key values like the momentum vector of the di-electron in the case of helium and the kinetic energy release (KER) in the photo ionization of hydrogen molecules. This will enable us to distinguish between sequential and non-sequential processes and understand the mechanisms behind them.
4. Theory and computation

We are developing and applying computational methods that will allow the accurate treatment of multiple ionization of atoms and molecules by short pulses in the VUV and soft X-ray regimes. We have extended our numerical methods based on the finite-element discrete variable representation to the essentially exact time-dependent treatment of two electron atoms in a radiation field, including the rigorous extraction of the amplitudes for ionization from these wave packets and separation of single and double ionization probabilities [12, 13]. These developments have been applied to short pulse single and double ionization of helium and have showed new effects that appear only for subfemtosecond pulses [14]. Most recently we have found an intrinsically two-electron interference phenomenon in which subfemtosecond UV pulses can be used to probe spin entanglement directly [15]. Applications to pump/probe investigations of correlation in the doubly excited states of helium are in progress using a new time propagation scheme that involves simultaneous explicit and implicit steps. The extension of the these methods to many-electron atoms and molecules is being accomplished by the construction of orbitals from our DVR basis functions and the development of new multiconfiguration time-dependent Hartree Fock methods for double ionization using prolate spheroidal coordinates for the treatment of general diatomics.

We are also developing tractable theories for molecular excited states, including bright and dark states and their intersections. A new quasidegenerate perturbation theory building upon single excitation CI has been formulated, implemented and tested [16]. It is self-interaction-free, and efficient enough to apply to systems in the 50-100 atom regime. The analytical gradient of this model has been formulated and implemented which opens the way for exploring potential energy surfaces [17]. Additionally, we have formulated new spin-flip model that can properly treat low-lying dark excited states that have large double excitation contributions [18], with computational cost that is proportional to single excitation CI, as well as a new double spin flip method [19] that can properly treat systems with 4 strongly correlated electrons. Work in progress includes further spin-flip methods, and calculations of excited states of helium clusters to complement experimental efforts.

5. Attosecond atomic and molecular science

Isolated attosecond pulses are produced by the process of high harmonic generation using few-cycle 800 nm carrier-envelope-phase (CEP) stabilized driver pulses. With appropriate focusing of the 800 nm pulses into the Ne target gas, a new method of ionization gating, phase match control of the high harmonic output generates isolated attosecond pulses that are wavelength tunable. Isolated attosecond pulses are produced in this case on the leading edge of the driver pulse, and tuning is achieved by selecting where on the leading edge the attosecond pulse is created by varying the CEP. Streak field detection of direct ionization processes in Ne or SF$_6$ reveals the isolated nature of the attosecond pulses and provides a direct measure of the contrast ratio of the isolated pulses. This is accomplished by measuring the electron momentum distribution for two CEP values that are 180 degrees out of phase. In this case the contrast is measured to be approximately 3:1 for the main attosecond pulse:neighboring secondary attosecond pulse. Based on the measurements, the isolated attosecond pulse is presently limited to 400-500
attoseconds by the limited bandwidth of the reflective optics used for separation of the isolated attosecond pulse.

New experiments are performed on the fragmentation dynamics of SF$_6$ by measuring the ion fragment pathways both with and without an 800 nm applied field. Mass spectra reveal a multitude of product ions when SF$_6$ is excited with the 100 eV attosecond pulses. These include S$^+$, SF$_2$$^{++}$, SF$_4$$^{++}$, SF$_4$$^+$, SF$_5$$^+$, among many product ions. Each product branch is markedly manipulated by the application of the 800 nm field. For example, the S$^+$ and SF$^+$ branches can be diminished, while the SF$_2$$^{++}$ and SF$_4$$^{++}$ branches can be increased, by the overlap of the few cycle 800 nm pulse over the first few fs of the fragmentation. Longer time alterations in the product branches are also observed. Work is in progress to determine the mechanism of the changes in product branching pathways, whether that may be a mechanism such as field-induced potential surface crossings, tunnel ionization, or multiphoton excitation by the 800 nm field. The initial experiments suggest that an electronic manipulation of the pathways following the isolated attosecond pulse that ejects one or two electrons is likely.
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The OBES atomic physics program at ORNL has as its overarching goal the understanding of states and interactions of atomic-scale matter. These atomic-scale systems are composed of multiply charged ions, charged and neutral molecules, atoms, atomic ions, electrons, solids, and surfaces. Particular species and interactions are chosen for study based on their relevance to gaseous or plasma environments of basic energy science interest such as those in fusion energy, gas phase chemistry, and plasma processing. Towards this end, the program has developed and operates the Multicharged Ion Research Facility (MIRF) which has recently undergone a broad, multi-year upgrade. Work is also performed as needed at other facilities such as ORNL’s Holifield Radioactive Ion Beam Facility (HRIBF) and the CRYRING heavy-ion storage ring in Stockholm. Closely coordinated theoretical activities support this work as well as provide leadership in complementary or synergistic research.

**Steady-State and Transient Hydrocarbon Production in Graphite by Low-Energy Impact of Atomic and Molecular Deuterium Projectiles** – F. W. Meyer, P. R. Harris, and H. Zhang

Ion-surface interactions play an essential role in many applications ranging from semiconductor device technology to magnetic fusion. The plasma-material interface is a critical bottleneck in fusion power conversion. A recent panel report to the Fusion Energy Sciences Advisory Committee (FESAC) found that 4 of the top 5 critical knowledge gaps for fusion involve the Plasma-Materials Interface (PMI). Just completed fusion community REsearch Needs Workshops (RENEW) have recommended new PMI research programs and facilities to advance the science and technology of plasma-surface interactions.

In line with these recommendations, we have continued this past year our studies of the interactions of slow H or D ions with carbon-based surfaces. Our measurements focus on the energy region below the physical sputtering threshold (<50 eV) where chemical sputtering is the main mechanism for material erosion. This energy region is also the anticipated particle energy regime of the ITER divertor. Due to the high D currents obtainable with our ECR ion source, and the highly efficient beam deceleration optics employed at the entrance to our floating scattering chamber, we were able to perform measurements at energies as low as 5 eV/D, and were thus able to have good overlap with the energies accessible to molecular dynamics (MD) simulations carried out in parallel with our measurements.

Using a quadrupole mass spectrometry approach in conjunction with calibrated hydrocarbon leaks, we have obtained production yields of methyl, methane and heavier hydrocarbons for deuterium atomic and molecular ions incident on ATJ graphite, HOPG, and a-C:D thin films in the energy range 5–250 eV/D. The yields were determined at sufficient accumulated ion beam fluences that steady-state conditions were reached. By summing the different hydrocarbon yields,
estimates could be obtained of the total erosion of graphite by chemical sputtering processes, which dominate at low energies, i.e., below the physical sputtering threshold. These estimates also permitted comparison with ellipsometry and total mass loss measurements.

One focus of the measurements was comparison of chemical sputtering yields for atomic and molecular species of the same velocity, as a test of the commonly made assumption of identical sputtering yields when normalized to the number of D atoms in the incident projectiles. In our QMS measurements, we found projectile dependent yields below ~60 eV/D, where the D\(^{+}\) projectile had the smallest yields and D\(_3\)\(^{+}\) projectiles had the largest yields. The effect increased with decreasing energy and amounted to about a factor of two at 10 eV/D. At higher energies, where immediate dissociation of incident molecular projectiles is highly probable, the observed yields for equivelocity incident atomic and molecular ions are the same, as was noted in previous work.\(^6\)

Interestingly, the molecular vs. atomic size effect is also evident in recently completed total erosion measurements of a-C:D thin films. For these measurements, the thin film was exposed to equal velocity D\(^{+}\), D\(_2\)\(^{+}\), and D\(_3\)\(^{+}\) beams to fluences of 1-2 x 10\(^{18}\) D/cm\(^2\). From 2-D ellipsometry scans and the known thin film density, the total C removal could be determined. Normalization to the integrated number of incident D projectiles, obtained from simple beam current integration multiplied by the number of D atoms per incident projectile (1, 2, or 3 for D\(^{+}\), D\(_2\)\(^{+}\), or D\(_3\)\(^{+}\), respectively) gives the total C yield per D. Figure 1 shows typical craters produced by atomic and molecular beam irradiation, together with a summary of the measured yields. As can be seen from the figure, while there is no observed difference between the different projectiles at the highest energy of 200 eV/D, as expected, significant differences are observed at all the investigated lower energies, which range from a factor of 2 to almost 5. These differences are much more pronounced than the differences seen in our QMS measurements for atomic vs. molecular projectiles. The reason for this more pronounced effect is presently not understood, and will be the subject of further investigation.

In addition to steady-state chemical sputtering yields, we have studied transient hydrocarbon ejection and hydrogen (deuterium) re-emission from pre-loaded graphite surfaces immediately...
after the start of beam irradiation. When the surfaces were prepared by irradiation to saturation with lower energy deuterium beams, transient hydrocarbon emission and re-emission of $D_2$ significantly larger than steady-state values were observed, which exponentially decayed as a function of beam fluence. The initial peak heights are related to the starting hydrocarbon and deuterium densities in the prepared sample, while the exponential decay constants provide information on the hydrocarbon kinetic release and deuterium de-trapping cross sections. Figure 2 shows typical transients, and Table 1 summarizes the deuterium re-emission and kinetic hydrocarbon ejection cross sections deduced from the transient measurements. Interestingly, the kinetic ejection cross sections for 80 eV/D incident energy atomic and molecular projectiles show a similar ordering as the total C yields shown in Figure 1, while at the higher energy (150 eV/D), the cross sections, particularly for the heavier $C_2D_x$ hydrocarbons, are closer in agreement. The implications of these cross section trends on the total sputtering yields are presently being studied, as is the evidence suggested in the last two rows of Table 1 that the prepared surface may in fact depend on the nature of the incident projectile.

Table 1: Summary of cross sections deduced from the exponential decay constants fitted to the transient mass signals shown in Figure 2 (uncertainties in parentheses).

<table>
<thead>
<tr>
<th>Ions</th>
<th>Energy (eV/D)</th>
<th>Preparing species (20 eV/D)</th>
<th>Cross section /D ($10^{-17} \text{cm}^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>80 D</td>
<td>D</td>
<td>2.6 (0.8)</td>
</tr>
<tr>
<td>$D_2$</td>
<td>80 D</td>
<td>2</td>
<td>4.4 (1.0)</td>
</tr>
<tr>
<td>$D_3$</td>
<td>80 D</td>
<td>3</td>
<td>12 (3.5)</td>
</tr>
<tr>
<td>D</td>
<td>150 D</td>
<td>D</td>
<td>6.3 (1.9)</td>
</tr>
<tr>
<td>$D_2$</td>
<td>150 D</td>
<td>2</td>
<td>15 (5)</td>
</tr>
<tr>
<td>$D_3$</td>
<td>150 D</td>
<td>3</td>
<td>7.4 (2.2)</td>
</tr>
<tr>
<td>D</td>
<td>80 D</td>
<td>2</td>
<td>4.7 (1.4)</td>
</tr>
<tr>
<td>D</td>
<td>150 D</td>
<td>2</td>
<td>21 (6)</td>
</tr>
</tbody>
</table>

Figure 2: (left) CD$_4$ transient response to $D_2^+$ beam incident on virgin graphite samples; (right) mass transients due to re-emission of $D_2$ and kinetic ejection of CD$_4$, $C_2D_2$, and $C_2D_4$ induced by 150 eV D$^+$ incident on ATJ graphite prepared by high fluence 20 eV/D D$^+$, $D_2^+$ or $D_3^+$ exposure. Note exponential decay fits in red.
To obtain further insights into these intriguing differences, we are exploring the use of XPS and UV Raman spectroscopy to examine the chemical/structural modifications occurring during atomic and molecular D beam exposure. From the valence band region of the XPS spectra, beam induced modification of C-C bonding will be explored, while UV Raman spectroscopy will provide information on the extent of sp³ hybridization induced by exposure beam to the various beams.

2. Links: U.S. DOE ReNeW Workshop, Bethesda MD, June 8-12 (2009); Preliminary Executive Summary; Thrust 10: Executive Summary

Low-Energy Molecular Ion Collisions Using Merged-Beams – C. C. Havener

(H \textsuperscript{2\text{-}}H\textsuperscript{+})\textsuperscript{+} is the most fundamental ion-molecule two-electron system. The temporary complex which is formed during charge transfer (CT) of H\textsuperscript{2\text{-}}H\textsuperscript{+} + H proceeds through dynamically coupled electronic, vibrational, and rotational degrees of freedom. Despite the fundamental nature of the (H\textsuperscript{2\text{-}}H\textsuperscript{+})\textsuperscript{+} system, most of the collisional theoretical data remains untested\textsuperscript{1-3} due to sparse experimental investigations. Interestingly enough, huge discrepancies have persisted over the last two decades in the measured and calculated total cross section for H\textsuperscript{+} + H\textsuperscript{2\text{-}} collisions\textsuperscript{2} and the measurements related to H\textsuperscript{2\text{-}} + H were limited to higher collision energies.\textsuperscript{4} Knowledge of CT for H\textsuperscript{2\text{-}} + H is necessary for modeling of such plasmas as found in the cold divertor plasma regions of a fusion tokamak or interstellar clouds where the main constituents are H, H\textsuperscript{+}, and H-molecules.

Figure 1. Present merged-beam measurements for D\textsuperscript{2\text{-}}H\textsuperscript{+} + H compared to other measurements at high energy and to theory for H\textsuperscript{2\text{-}}H\textsuperscript{+} + H. The low-energy theory includes CT with nuclear substitution for v = 0, 3 and a Franck-Condon distribution of initial vibrational states of H\textsuperscript{2\text{-}}H\textsuperscript{+} summed over all final vibrational states.
The ion-atom merged-beams apparatus at MIRF has been upgraded to accept high-velocity beams from the 250-kV High-Voltage Platform and is now able to access low-energy collisions with a variety of molecular ions on H from keV/u to meV/u. This new capability allows theory to be benchmarked at keV/u energies, where the vibrational modes of the initial molecular ion can be considered frozen, to eV/u energies where the vibrational energies are critical but rotational modes are "frozen," and to meV/u energies where all modes are important. At low energies CT for H$_2^+$ + H can also involve nuclear substitution where the proton from the atomic target may be interchanged with one of the protons in the molecular ion. By using the isotopic system D$_2^+$ + H, the CT cross section without nuclear substitution has been measured this last year from keV/u to meV/u collision energies by observing the H$^+$ products.

Our present merged-beam measurements for D$_2^+$ + H are compared to other measurements at high energy and to theory for H$_2^+$ + H in Figure 1. The collision is ro-vibrationally frozen at high energy where our measurements are seen to be in good agreement with Mc Graph's measurements and also with Errea's calculations. Clearly, pure CT and dissociative CT dominate this energy range. CT through nuclear substitution could not take place as the relative motion is too fast. So should be the case at intermediate energy (20 – 200eV/u). At intermediate and low energy, calculations are presented for the initial vibrational state of v = 0, v = 3 and a Franck-Condon distribution summed over all possible final vibrational states. At the intermediate energy, the theoretical approach considers the motion of the projectile classically but treats the vibrational and electronic states in a quantum way. Clearly our measurements indicate that the predictions are too high by about a factor of two.

At the lower energy (0.2 eV/u – 10 eV/u), the collision times are long enough to sample vibrational or even rotational modes and there may be a significant contribution from nuclear substitution included in the calculations but excluded in the measurements. Calculations use the infinite-order sudden approximation (IOMA) freezing the target rotation, and show the general structure seen in our measurements. The energy shifts between our measurements and the theoretical calculations are expected as D$_2^+$, D$_2$, and H$_2^+$, H$_2$ are dynamically different. Presently we are extending the measurements below 0.1 eV/u where rotational and vibrational states could lead to significant structure in the cross section. One might expect that the total cross section should continue to increase at lower energies due to expected Langevin behavior as has been seen in merged-beams measurements of CT for atomic ions with H.

---


The first Grand Challenge identified in a recent report to Basic Energy Sciences involves the control of materials processes at the level of electrons. Electron-driven fragmentation of molecular ions provides a testable platform for investigating and fully developing our
understanding of the mechanisms involved in electronic energy redistribution in many-body quantum mechanical systems, and is important from a fundamental point of view. These dissociative processes are also important practically in that electron-ion collisions are in general ubiquitous in plasmas and molecular ions can represent significant populations in low to moderate temperature plasmas. Neutral and charged radicals formed in dissociation of molecules in these plasmas represent some of the most highly reactive components in initiating and driving further chemical reaction pathways in a wide variety of environments, such as the divertor and edge regions in fusion reactors, plasma enhanced chemical vapor deposition reactors, and environments where chemistries are driven by secondary electron cascades, for example in the upper atmosphere of the earth, and cooler regions of the solar or other stellar atmospheres. It is absolutely critical to know the rates, branching fractions, and other kinematical parameters of the various possible relevant collision processes in order to correctly model these environments.

**Dissociative Excitation and Ionization:** Measurements of cross sections for electron-impact dissociative excitation (DE) and dissociative ionization (DI) of molecular ions have continued using the MIRF crossed-beams apparatus. In coordination with our dissociative recombination (DR) investigations of di-hydride ions, we have continued a systematic study of the DE and DI channels for these ions. Experiments during this period included measurements on heavy-fragment ion channels of BD$_2^+$. Above the DI threshold, the magnitude of the cross sections for dissociation of BD$_2^+$ ions forming BD$^+$ fragments are very close to those measured previously for the XD$^+$ fragment produced by dissociation of XD$_2^+$ (X = C, N, O, and F). In the DE-only portion of the cross section, a large, broad peak is observed in the 7–15-eV range, similar to but somewhat larger than that seen for the CH$_2^+ \rightarrow$ CH$^+$ channel. This peak is thought to be the result of excitations to bound electronic states lying above the dissociation limit, but further insight from experiments and theory is needed to verify this. For the XH$^+$/XD$^+$ fragment channel in DE/DI of di-hydrides XH$_2^+$/XD$_2^+$ (X = B, C, N, O, and F), it was found that the scaling given before as a function of the interaction energy $E$ divided by the dissociation threshold $E_{th}$ still holds for energies greater than 4$E_{th}$. This scaling does not hold as well for the X$^+$ fragment channel. However, the BD$_2^+ \rightarrow$ B$^+$ results did continue the trend that the cross section decreases for the XD$_2^+ \rightarrow$ X$^+$ channel as the electronegativity of X increases for X = B, C, N, O, and F. However, only for the BD$_2^+$ system does the cross section for the X$^+$ fragment channel exceed that of the XH$^+$/XD$^+$ fragment channel.

Final measurements have also been completed for the dissociation of CD$_3^+$ producing the CD$_2^+$ fragment ion. Above the DI threshold, the cross section for this channel was found to follow the scaling noted above. At lower energies, a large peak was measured in the 10–15-eV range, reminiscent of the peaks observed in the DCO$^+ \rightarrow$ CO$^+$ and CH$_2^+ \rightarrow$ CH$^+$ data. Measurements for DE/DI of N$_2$D$^+$ for the N$_2^+$, ND$^+$, and N$^+$ fragment channels exhibited sharp peaks in the DE region for two of the channels (N$_2^+$ and ND$^+$).

The dissociation experiments discussed above used molecular ions produced by the ORNL MIRF Caprice ECR ion source, but other cooler sources will also be used in order to understand the role of electronic and ro-vibrational excited states. A second ion source, a hot-filament Colutron ion source, is presently online and expected to provide fewer excited molecular ions. An even colder pulsed ion source, very similar to the one used for measurements on the dissociative recombination of rotationally cold H$_3^+$ ions at CRYRING, is under development for use at the ORNL MIRF. Additionally, work continues on a supersonic source that uses a piezoelectric mechanism for more reliable pulsed valve operation. With this range of ion sources, one can study dissociation with both well-characterized cold sources and with hotter sources that better approximate the excited state populations in plasmas and environments found in applications such as fusion, plasma processing, and aeronomy. Another source being implemented for the study of electron-molecular ion interactions is an electrospray ionization source that will produce ions from large, fragile biomolecules such as nucleotides and peptides.
allowing us to probe the fundamental mechanisms of fragmentation in very complex molecular systems.

**Dissociative Recombination:** Studies of molecular ion neutralization processes in our ongoing collaboration with the group of Mats Larsson and Richard Thomas at Stockholm University are in the midst of transition because of the impending move of the CRYRING heavy ion storage ring to Germany and the opening of the University of Stockholm Double ElectroStatic Ion Ring Experiment (DESIREE), which should come on line in 2010. DESIREE will afford an expansion of capabilities to studies of more complex (heavier) molecular ion systems involved in a variety of charge transfer dissociation processes, with ions stored and prepared in a cryogenic environment.


**Molecular Ion Interactions (ICCE Trap Developments)** – C. R. Vane, M. E. Bannister, S. Deng, and C. C. Havener

An Ion Cooling and Characterization Endstation (the MIRF ICCE Trap) has recently been developed and commissioned at the ORNL MIRF. It was designed to provide a variety of enhanced experimental capabilities for studies of the interactions of electrons with complex atomic and molecular systems, specifically to enable more nearly state-specific measurements of a number of dissociation processes involving electron-driven breakup of heavy molecular ions. Development of the ICCE trap apparatus is in direct support of our mission goal of establishing experimental capabilities necessary for state-selectively producing and manipulating atomic and molecular ions to implement studies of a broad range of plasma relevant ion-interactions in as controlled a manner as possible. Interpretation of measurements of multi-fragment dissociation of complex molecular and cluster ion systems requires increased levels of control over the internal state populations of the reacting partners, as well as highly detailed and complete information from analysis and detection systems. To provide these capabilities, we have designed and constructed an electrostatic reflecting ion beam linear trap of the Zajfman design1,2 as an experimental endstation on the MIRF high-energy beamline that will enable stored cooling and state characterization of molecular ions of essentially any mass.

Pulses of ions are injected from the side through a pulsed parallel plate 13° deflector into a 1.5-meter-long electrostatic-mirror trap. The side-injection design, a first for linear electrostatic traps, avoids the necessity of fast (< 1 μs) switching of the high-voltage mirror electrodes. This design permits storage of the highest energy ion beams possible, thus taking advantage of the kinematic emission of dissociation fragments, making their detection as efficient as possible. This ultrahigh vacuum, all electrostatic device permits effective long-term (seconds) storage of high-energy ion beams where excited internal states decay by radiative cooling.

Stored ion beams are produced in several ion sources, including a per manent-magnet ECR ion source mounted on the MIRF high-voltage platform for ‘hot’ atomic and molecular ions, and a pulsed, supersonic expansion discharge source for internal ‘cold’ molecular ions (CMIS),...
being mounted on a stand-alone 10-kV isolated cabinet. As noted above for electron-molecular ion studies, the CMIS design has been used at CRYRING, and is capable of providing a nearly completely vibrational ground-state population of light molecular ions. For stored ion measurements with more fragile, very heavy molecular ions and cluster ions, an electrospray ion source (ESI) is also being mounted on the 10-kV platform.

The complete ion cooling and characterization endstation (ICCE trap) consists of an ultra-high vacuum transport beam line and chambers with computer controlled, fast-reaction electrostatic deflection and focusing elements, a fully electrostatic 38-mm diameter mirror trapping system, and a crossed beam, low-energy (5–100 eV), high-current electron target located midway between the trap mirrors. The apparatus is instrumented with a number of beam diagnostic and product characterization components, including two imaging detectors for velocity analysis of neutral fragments arising from fragmentation of the trapped molecular ions, either by collisions with gas atoms (collisional dissociation (CD) and dissociative electron capture (DEC)), or with the electrons (dissociative excitation or ionization (DE, DI), and less likely, dissociative recombination (DR)). The ion trap presently operates at room temperature with vacuum at ~1-2 x 10^-10 Torr and ion internal state cooling proceeding through radiative decay is thermodynamically limited to 300 °K. Next year, we will install an overall copper liner cooled to <70 °K using commercial Stirling cryocoolers, and connect one of the mirrors and its shroud to a 4°K helium cryocooler.

Initial work is concentrating on trapping and cooling of O_2^+ and then ozone ions, and measurements of DEC from residual gas (primarily H_2) and electron impact dissociation (DE, DI, and DR) as functions of electron energy for various trapping/cooling times. These results will be compared with our prior O_3^+ DR measurements at CRYRING, that indicated almost complete 3-body dissociation at zero electron energy, forming predominantly electronically excited O^(3P and 1D) fragment atoms. As a test, beams of 10-keV O_2^+ ions from the high-voltage platform ECR ion source have been tuned into the ICCE trap, stored and cooled for seconds, and neutral O and O_2 products from 10-eV electron collisions were imaged in the detectors. Figure 1 displays a recently measured 10-keV O_2^+ ion population lifetime curve, taken from detected rates of neutral fragment emissions as a function of trapping time. Future improvements of approximately one order of magnitude to trapping times of tens of seconds are anticipated with improved vacuum from cryogenic cooling, and from reduction of magnetic fields along the trap axis with a modified Helmholtz coil arrangement. Measurements of O_3^+ will be followed by a similar study involving electron-induced dissociation of several specific, much heavier bio-molecular ions that demonstrate the same preference for three-body breakup.

![Figure 1](image_url)

**Figure 1.** Storage lifetime plot for 10-keV O_2^+ ions in the ICCE Trap.
Manipulation and Decoherence of Rydberg Wavepackets – C. O. Reinhold

Atoms in Rydberg states with large values of principal quantum number ($n > 300$) provide a valuable laboratory in which to control quantum states of mesoscopic size (~micrometers). These giants can be manipulated using tailored sequences of electric pulses from commercial programmable pulse generators whose strengths are comparable to the Coulomb electric fields (~mV/cm) and whose time scales are shorter than the classical orbital period of the atom (~nanoseconds). Our recent work demonstrates the remarkable level of time-resolved control and imaging of the electronic states that can be achieved. One practical limitation for manipulating Rydberg atoms is that they are extremely fragile objects and can be easily altered by their environment. This happens because high-$n$ Rydberg atoms have exceedingly small level spacings and spurious electric noise effectively broadens the quantum frequency spectrum. Electron wavepackets in near-circular orbits provide an excellent starting point to combat decoherence since the electron stays far from the nucleus where large energy transfers can take place. We have shown that the quantum coherence of very high-$n$ ($n \sim 305$) Rydberg wavepackets traveling along nearly circular orbits can be maintained on microsecond time scales corresponding to hundreds of classical orbital periods. This large spatio-temporal coherence is unprecedented for electronic degrees of freedom involving a large ensemble (~100) of quantum states. Our protocol for producing circular wavepackets leads to temporal interferences of spatially separated Schrödinger cat-like wavepackets and we are currently working on protocols for measuring and controlling the phase of the cat states. Because quantum three-dimensional calculations near $n=300$ are not feasible, we employ a hybrid quantum–classical trajectory method to simulate the experimental wave packet dynamics. The crossover from quantum to classical dynamics can be studied experimentally by adding a controlled amount of noise in the form of random fluctuations of the electromagnetic pulses in the form of random fluctuations as a function of the “strength” or “color” of noise. Noise might also be introduced experimentally by adding a dilute gas of particles into the experimental chamber. In the long term we would like to extend the present techniques to engineer two-electron wavepackets involving distant electrons in two interacting Rydberg atoms and planetary atoms. This work is performed in collaboration with the groups of F.B. Dunning (Rice University) and J. Burgdörfer and S. Yoshida (Vienna University of Technology).


Molecular Dynamics Simulations of Chemical Sputtering – C. O. Reinhold and P. S. Krstic

Physical and chemical processes resulting from the interaction of hydrogen isotopes with surfaces are of significant importance within the fusion community as they provide a critical bottleneck in power conversion. These interactions lead to surface erosion and particle...
deposition, which degrades fusion performance. Considerable information on sputtering yields is available in the literature at high-impact energies of impinging particles (above ~50 eV) where the interactions can be modeled using two-body potentials such as those in the TRIM code. In contrast, little is known for low-impact energies where chemical processes dominate. Low-energy experiments are very difficult to perform, and measured sputtering yields are very scarce. In an attempt to bridge the gap of data, we have undertaken a series of simulations for 1–30-eV H, D, and T atoms and molecules impacting carbon\textsuperscript{1,3} using the available experimental data above 15 eV for validation. This work is done parallel to experiments at ORNL by Fred Meyer and co-workers. We perform molecular dynamics (MD) simulations using many-body Reactive Empirical Bond Order (REBO) potentials for atoms and molecules impacting a large simulation cell of a few-thousand atoms representing the surface. Some of the calculated yields of selected hydrocarbon molecules can be directly validated with experiment. In addition, the simulations provide extensive predictions at low energies as well as for the entire spectrum of ejected particles.\textsuperscript{1} We have recently shown that the individual yields of molecules change dramatically as the surfaces undergo cumulative bombardment. The latter sequentially breaks and passivates bonds and leads to the formation of stable hydrocarbon terminal moieties that are collisionally detached. We have shown that the large yields of saturated hydrocarbons typically observed in experiments are not the result of single impacts but rather the consequence of multiple cumulative impacts. We are currently investigating the isotope dependence of surface erosion (i.e., H, D, or T impact). We have found that the chemistry at the interface is not too sensitive to the mass of the impinging atoms (i.e., number of terminal moieties produced by cumulative bombardment at the interface). However, the sputtering yields increase considerably for increasing projectile mass. We are also studying the sensitivity of the results with respect to the many-body interaction potentials used in the simulations.\textsuperscript{2} Due to computing time constraints, most of our simulations have been performed using the simplest potentials. However, we are regularly improving them to extend their applicability range. In the longer term, we plan to extend our simulations to address the interest within the fusion community to study materials different from pure carbon such as mixed materials including C, W, Li, and H. This work is performed in collaboration with S. Stuart (Clemson University).


Plasma science applications, such as fusion energy, material processing, and the chemistry of the upper atmosphere, continue to necessitate and drive the study of atomic and molecular collisions. Furthermore, control of atomic-scale dynamics, ultrafast phenomena, and emergent behavior from complex systems provide strong motivation to study such atomic and molecular interactions as fundamental test beds. These research areas in turn demand the development of theoretical methods to either reach new levels of accuracy for fundamental systems or novel completeness for complex systems. Over the past year projects have been undertaken along these lines including the following.

Following our recent development of the so-called regularized, lattice, time-dependent Schrödinger equation (RLTDSE) method,\textsuperscript{1} we have uncovered an unexpected presence and role of vortices in atomic collisions.\textsuperscript{2,3} The RLTDSE method is an adaptation of the approach we have developed and used over the past decade to describe atomic collisions by directly solving the underlying dynamics using a lattice-based computational approach, allowing the dynamics to be followed to asymptotically large distances for the first time. Vortices are usually associated with...
systems containing large numbers of particles. However, of particular topical interest are those formed within atomic-scale wave functions and observed in macroscopic systems such as super fluids and quantum condensates. Our RLTDSE calculations (Figure 1) have uncovered them in the electronic wave function describing the prototypical quantum system consisting of a single electron in the field of two moving protons. In particular, we have shown how vortices appear in this system, rotate around the nuclei, and interact, thereby transferring angular momentum from nuclear to electronic motions, casting new light on how angular momentum is transferred in atomic-scale interactions. The method has also allowed us to demonstrate that certain vortices persist up to macroscopic distances in the ejected electron spectrum and may thus be observable.

Figure 1. Density plot of the electronic wave function at an inter-nuclear separation of 5 a.u. in scaled coordinates \((q_x, q_z)\) for a single electron in the field of two protons. Arrows represent the electronic probability current, showing the formation of vortices along nodal lines. All of the coordinates are scaled by \(R\), and the coordinate axis \(q_z\) is parallel to the approaching proton's initial velocity.

We have also sought to explore how vortices in atomic wave functions could be produced in a controlled manner and manipulated. To that end, we have calculated the response of an atomic wave function to one or a series of ultrashort electric field pulses. The result is that vortices are created, interact, and follow predictable trajectories. In work to be published, it will be shown that such pulse control of vortices produced in low-lying states of atoms provides a fertile ground to explore quantum control, somewhat in analogy to the manipulation of Rydberg wavepackets with electric pulses.4
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The PULSE Institute for Ultrafast Energy Science at SLAC

Y. Acremann, M. Bogan, P.H. Bucksbaum (Director), K. Gaffney, M. Gühr, A. Lindenberg, T. Martinez, D. Reis (Deputy Director), J. Stohr, SLAC National Accelerator Laboratory, phb@slac.stanford.edu

PULSE Vision Statement: A laser science revolution is underway now at the SLAC National Accelerator Laboratory. The Linac Coherent Light Source, LCLS, has already exceeded its main design goal with the steady production of millijoule energy, 100 femtosecond pulses of 1.5 Å x-rays. This is a billion times more brilliant than any other laboratory source of x-rays. This new class of x-ray sources will revolutionize many areas of science by making it possible for the first time to see atomic scale structures and simultaneously track atomic motions of the underlying nanoscale processes of energy conversion and transport.

The PULSE mission is to advance the frontiers of ultrafast science at SLAC with particular emphasis on discovery and Grand Challenge energy-related research enabled by LCLS. The PULSE Institute initiates and leads multidisciplinary collaborative research programs in studies of atoms, molecules, and nanometer-scale systems, where motion and energy transfer occurs on picosecond, femtosecond, and attosecond time scales. Ultrafast energy research at PULSE combines the disciplines of atomic and molecular physics, ultrafast chemistry and biochemistry, ultrafast condensed matter and materials science, ultrafast x-ray science, nanoscale x-ray imaging science, and the enabling science for next-generation ultrafast light and electron sources. Our metrics of success are the level of the ultrafast science challenges we address, and our progress toward and impact on their solution.

PULSE research utilizes the capabilities of LCLS, but also goes beyond this. For example, PULSE has a vigorous program on high harmonics generation and associated measurement techniques for atoms and molecules on the sub-femtosecond timescale. We are also developing the applications of ultrafast pulsed sources of relativistic electrons both in the laboratory and at the SLAC FACET facility, for research in materials and chemical science. PULSE research extends to the research floor of the SPEAR3 synchrotron at SLAC, where ultrafast lasers can create transient conditions that are probed by synchrotron radiation. Finally, PULSE develops frontier research that makes use of technologies such as ultrafast imaging of biological and nanoscale materials, and ultrafast x-ray studies of matter in extreme environments. Our aim is to establish the leadership of SLAC research in these areas to solve fundamental challenges in basic energy science.

PULSE Core Research Strengths: PULSE brings together world-leading research strengths and unique facilities in several areas, providing the expertise and resources to tackle frontier energy research problems:

- **Ultrafast Nanomagnetism. (Stöhr, Acremann, Lindenberg):** PULSE has world-leading efforts on the study of magnetic dynamics on the nanometer and sub-picosecond scale.

- **Atomic and Chemical Dynamics. (Bucksbaum, Gaffney, Gühr, Martinez):** The recent addition of the Martinez theory group, together with our strength in harmonic sources and the opportunities of LCLS, gives PULSE a central position in the study and the control of excited state molecular dynamics.

- **Ultrafast Materials Science. (Lindenberg, Reis, Nilsson):** The study of rapid processes in materials is a broad area of strength at PULSE, with the materials science engineering group of Lindenberg, condensed matter physics of Reis, and interfacial catalysis science of Nilsson.

- **Ultrafast Source Science. (Reis, Lindenberg, Bucksbaum, Acremann, Stöhr, Bogan):** Most PULSE senior investigators have made impressive contributions in this area, and LCLS is providing new opportunities with the PULSE contributions to the SXR, CXI, XPP, and AMO instruments.

- **Nanoscale & Biomolecular Imaging. (Bogan, Gühr, Bucksbaum, Stöhr, Acremann):** PULSE is developing non-periodic imaging techniques for LCLS, and also extending this concept to aligned molecules, holography for magnetism, and several other areas.

- **SLAC facilities (LCLS, SSRL, FACET, PULSE Institute Building):** The PULSE Institute building will provide 18000sf of laboratory and office space, to enable us to develop close collaborations in important ultrafast areas such as time-resolved photoemission, time-resolved x-ray scattering, support for ultrafast
biological imaging, and multidimensional spectroscopy. PULSE also takes advantage of our proximity to SSRL and to LCLS to build strong SLAC core facilities in laser science and accelerator science. These facilities are described in greater detail in the Facilities sections of each subtask.

- **Stanford:** The major educational, physical research, engineering research, and medical research activities at Stanford provide strong support for all of our activities in PULSE. Stanford is also helping us build an international ultrafast x-ray research community for LCLS by supporting our annual Ultrafast X-ray Summer School.

**Organization Chart for the PULSE Institute:**

Program Enhancements and Innovations over the Next Three Years:

PULSE is in its initial period of significant growth. The next three years offer compelling rich opportunities to develop our young Institute.

- **LCLS begins user operations in September 2009,** and there is a critical need for PULSE participation in commissioning and in early experiments, as well as general activities to build an LCLS user community. The laser is already working beyond its specifications, and that means that new research opportunities must now be captured to realize its potential for groundbreaking science.

- **PULSE is moving into a newly renovated institute building** starting in June 2009, which will eventually provide 18,000 sf of laboratory and office space designed for work in ultrafast laser materials science, chemistry, AMO Physics, and biochemistry. Optimal utilization of this space is essential for PULSE, SLAC, and BES. This proposal is sized to fit that new space.
• **PULSE has recruited major new research groups** in the area of ultrafast x-ray scattering (D. Reis) and chemical dynamics theory (T. Martinez). These provide greatly expanded opportunities for frontier work in ultrafast science.

• **The Department of Energy Office of Basic Energy Science is coordinating its basic research to meet the next decade’s Grand Challenges in energy and climate change.** PULSE staff is eager to respond to this challenge. We have realigned our research areas accordingly. We have applied for a SISGR to start energy-related collaborative activities, and we have also secured LDRD funding to seed theory in this area. This current renewal requests that we be allowed to align our young Institute with this important BES mission.

**Subtasks in PULSE:** PULSE has refocused its research divisions to focus on BES frontier energy science, LCLS-based research, and SLAC-based ultrafast science. Seven research subtasks for this purpose have been defined, whose relationship to the former PULSE tasks is listed below the respective funding summaries. The Chemical Science programs are described in further detail in separate abstracts.

**Tasks supported by the Chemical Sciences FWP:** These tasks are aimed at the control and imaging of chemical dynamics, from electrons in small molecules to atoms in clusters. The emphasis is on grand challenges for energy science. The proposed research utilizes our core strengths in molecular theory (Martinez), ultrafast spectroscopy (Gaffney), quantum control (Bucksbaum) and strong field AMO physics (Gühr and Bucksbaum). The imaging expertise in PULSE includes biological imaging (Bogan) with laser manipulation of targets for imaging (Bucksbaum) and our special abilities to capture and image ultrafast processes as they happen. Tasks in this area utilize the PULSE Institute building as well as SPEAR3 and the LCLS AMO, CXI, and XPP end stations. Subtasks:

• **Attosecond Coherent Electron Dynamics (ATO)** (formerly Subtask E.2.a) Task Leader Markus Gühr. (co-leader P. Bucksbaum) This task studies the fastest timescales in chemical physics involved with electron correlation, and nonradiative chemical processes, connecting LCLS research to the new field of attophysics.

• **Strong Fields in Molecules (SFA)** (formerly Subtask E.2.b) Task Leader Phil Bucksbaum. This task incorporates and extends strong-field quantum control to LCLS experiments in molecular dynamics and molecular imaging. Strong field effects in atoms and molecules can be studied using ultrafast x-rays, or employed to create targets for x-ray imaging. In addition, LCLS is itself the world’s first source of coherent volt/Angstrom fields of x-ray radiation. A separate component of this program in ultrafast x-ray scattering is in the Nonequilibrium Dynamics in Solids task.

• **Solution-Phase Chemical Dynamics (SPC)** (formerly Subtask E.3) Task Leader Kelly Gaffney. This task explores ultrafast chemical processes in solutions, utilizing LCLS, synchrotrons, and the PULSE labs. Emphasis is on the ultrafast dynamics of energy conversion in chemistry.

• **Nonperiodic Imaging (NPI)** (formerly Subtask E.4) Task Leader Michael Bogan. This task studies nonperiodic nanoscale imaging, one of the greatest new opportunities for LCLS. The frontier science questions under study range from nanobiology to aerosol chemistry to combustion.

**Tasks supported by the Materials Sciences FWP:** From magnetism to melting, PULSE has assembled one of the strongest research teams in the US for ultrafast studies of condensed matter. Many of the roadblocks to efficient and low cost utilization or conversion of light energy involve electron dynamics in the initial picoseconds following photoabsorption, in materials driven from equilibrium. We will use the imaging capabilities of x-ray scattering, in real space and in k-space, to understand how structural and spin domains are formed, destroyed, and altered on the nanometer and femtosecond scale. We will utilize many of the special facilities on the SLAC site, including most of the LCLS instruments, the SPEAR3 synchrotron, and the new FACET facility. Subtasks:

• **High Field Manipulation of Materials (FMM)** (formerly Subtask D.2.a, and parts of D. 2.b-d and D.3.b) Task Leader Aaron Lindenberg. The goal here is to explore the interaction of intense ultrashort fields with
matter, develop mechanisms for all-optical manipulation of charges, spins, and atoms, and to simultaneously watch these processes occur with atomic-scale resolution probes.

- **Nonequilibrium Dynamics in Solids (NQS)** (formerly Subtask D.3.a and part of E.2.b) Task Leader David Reis. Ultrafast x rays can track nonequilibrium dynamics in solids with atomic-scale resolution in time and space and with atomic specificity. LCLS is a unique tool for these studies.

- **Ultrafast Processes in Light Harvesting Materials (LHM)** (formerly parts of D.2.b-d and D.3.b) Task Leader Yves Acremann. Ultrafast x-ray and optical techniques can probe the dynamics of charge separation, charge transport, and charge transfer in a variety of light harvesting materials, including organic semiconductors, colloidal nanomaterials, and complex alloys.

**Outreach: The Ultrafast X-ray Summer School** is a five day residential program hosted annually by PULSE. The goal is to disseminate information and train students and post-docs on new opportunities in ultrafast science, particularly using X-ray Free Electron Lasers. Lectures are presented by expert scientists in this exciting new field. The attendees are expected to participate in the discussions and to prepare a mock beamtime proposal poster with input from the instrument scientists for the Linac Coherent Light Source. The living expenses and travel for the lecturers in the school and the reception and coffee break refreshments are paid by the student registration and a supplement from the Stanford Dean of Research. The PULSE Central Management budget only pays for the staff time involved. This year’s Ultrafast X-ray Summer School is co-directed by PULSE Deputy Director David Reis and PULSE Research Scientist Hamed Merdji.

PULSE maintains a **visitors program** to enable researchers from around the world to work in our center. These visitors are extremely valuable to the PULSE primary research program. Visitors are given an office, access to PULSE laboratories and institute services, and some expense reimbursement, according to SLAC rules. PULSE extends to them the Stanford designation of Visiting Scientist or Visiting Professor (in line with their rank at their home institution), which entitles them to access to the Stanford Housing Office and the use of the Stanford Library. The budget for this program is relatively modest, particularly when one considers that a senior investigator with major talents and established abilities can be associated as a sabbatical visitor for a year, for less than the cost of a Postdoc. In 2009-2010 the sabbatical visitors are Steve Durbin (Purdue), Ken Schaffler and Mette Gaarde (LSU) and Jon Marangos (Imperial). Future visits are also planned by Roseanne Sension (Michigan). We expect numerous shorter visits associated with our collaborations on LCLS experiments.

Find out more: [http://pulse.slac.stanford.edu](http://pulse.slac.stanford.edu)
Non-Periodic Imaging
Principle Investigator: Mike Bogan
Stanford PULSE Institute for Ultrafast Energy Science, SLAC National Accelerator Laboratory,
2575 Sand Hill Rd MS 59, Menlo Park, CA 94025, email: mbogan@slac.stanford.edu

PROGRAM SCOPE: Biology is nature’s nanotechnology, and is dominated by non-periodic structures that transform, store and transport energy and information. We have pioneered a revolutionary approach to view this nanoscale world. Our single particle coherent lensless imaging with ultrafast soft x-ray free-electron-lasers (FELs) has revealed nanoscale structures before x-ray damage occurs (Fig 1). The Non-Periodic Imaging program, task E.4 at the PULSE Institute for Ultrafast Energy Science, is part of an international collaboration whose goal is to perform coherent imaging of non-periodic structures using x-ray FELs, such as the Linac Coherent Light Source (LCLS). LCLS will extend our resolution, already achieved at the soft-X-ray FEL at DESY, by more than an order of magnitude. The experimental opportunities of non-periodic imaging (NPI) with LCLS are enormous.

Coherent diffraction imaging is elegant in its experimental simplicity: a coherent x-ray beam illuminates the sample and the far-field diffraction pattern of the object is recorded on an area detector. These measured diffraction intensities are proportional to the modulus squared of the wave amplitude (scattering amplitude) exiting the object. An inversion of the diffraction pattern to an image in real space requires the retrieval of the diffraction pattern phases. This can be achieved by iterative transform algorithms if the object is isolated and the diffraction pattern intensities are adequately sampled (an approach known as oversampling). Our shrinkwrap algorithm is particularly robust and practical. The algorithm reconstructs images ab initio which overcomes the difficulty of requiring knowledge of the high-resolution shape of the diffracting object. Coherent diffraction imaging overcomes the restrictions of limited-resolution x-ray lenses, offering a means to produce images of general non-crystalline objects at a resolution only limited in principle by the x-ray wavelength and by radiation-induced changes of the sample during exposure. While we are primarily motivated to image biological macromolecules, the general imaging techniques, diagnostics, optics, sample manipulation, and understanding of materials behavior in intense x-ray fields, are of fundamental importance to ultrafast x-ray science and cut across all areas of research of PULSE.

Fig 1. FLASH Diffractive Imaging of Aerosols in Flight. Aerosols delivered through an aerodynamic lens are steered into the interaction region. FLASH is operated in multi-bunch mode. Upon coincident arrival of a particle and x-ray pulse with readout of an x-ray sensitive area detector, a diffraction pattern containing particle structural information is recorded. Examples: Left: Diffraction patterns of single and aggregated 250 nm diameter spheres, where N equals the number of particles in the aggregate. The second column shows images of reconstructed electron density solved using ESPRESSO. Right: The diffraction pattern (top), reconstructed electron density (middle), and binary convex hull image (bottom) of an aggregate particle comprised of 88 nm spheres and a single carbon nanofiber.
Achieving the goal of coherent diffractive imaging of a single particle requires extensive technical and theoretical advances. This will be achieved through a combination of simulation and experiments. The experiments will be carried out at synchrotron sources and the currently operational soft-x-ray FEL at DESY called FLASH. We will also perform the first NPI experiments at LCLS during our awarded beamtime in late 2009. This systematic series of diffraction experiments will grow in complexity as we progress and will include studies of well-characterized single particle aerosol standards, water droplets, gas phase molecules and (bio)materials supported by membranes. As we develop the fundamental science behind NPI with hard x-rays, we will establish LCLS as one of the most powerful tools in aerosol science and nanotechnology, providing critical early insights into single particle diffraction, and help unravel the mystery of the structure of water. We will also begin exploring a complementary non-destructive NPI technique, ultrafast electron holography, which can image electric and magnetic fields of thin materials on a sub-nm scale with sub-10-fs resolution.

Our technical experience in coherent imaging experiments and FLASH results currently guide the development of the coherent x-ray imaging (CXI) endstation scheduled for operation at LCLS in 2011, as well as other experiments where high-resolution structural information is acquired. The theoretical models and simulations of the interaction of particles in intense XFEL beams will be compared and tested with short-pulse coherent imaging, holographic, and scattering experiments at FLASH and LCLS. This program will be complemented with the experimental investigation of aerosol nano-engineering methods and nanoscale template design to deliver encapsulated biomolecules to the FEL and optimize diffraction pattern acquisition. Another component of the project is the development of laser alignment of molecules and particles using intense near-IR lasers that will be done in conjunction with other efforts at PULSE. New efforts complementing the existing components of the non-periodic imaging program will be initiated, including studies of the structure of water and the development of ultrafast electron holography.

RECENT PROGRESS: The recent realization of the FLASH soft x-ray free electron laser (FEL) provided the first opportunity to experimentally verify "diffract and destroy" science. Our team has pioneered the experimental methods in FLASH diffractive imaging (Fig 1). Extending our experiments to the hard x-rays of LCLS promises to revolutionize structural biology, aerosol science, and characterization of essentially all nanomaterials by allowing a diffraction pattern to be recorded from non-periodically structured materials, potentially as small as a single molecule.

We have continued our ambitious effort to define the capabilities of ultrafast x-ray lasers for non-periodic structural imaging and now the task is primarily housed in the Ultrafast Aerosol Science and Biomacromolecular Dynamics Laboratory in PULSE. FY2009 marked the transition of the task E4 leadership to staff scientist Mike Bogan, arriving from the ultrafast bioimaging group led by Henry Chapman at LLNL. Following subtask leader Bogan and collaborator’s demonstrations of ultrafast single-shot diffraction imaging at FLASH during 2006/2007, the Non-Periodic Imaging scientific program was expanded even further in 2008/2009 into several areas including (i) the first successful substrate-free diffraction imaging of single particles at FLASH; (ii) ultrafast diffraction imaging of nanoscale dynamics initiated by an optical pump laser; (iii) the first FLASH diffraction imaging of a cell using a new method called massively parallel x-ray holography, and (iv) experimental validation of tamper for arresting sample explosion.

Predictions suggest the high photon fluences (~10^{12} photons/pulse) and ultrashort pulse lengths required for NPI can be significantly relaxed, if the sample is surrounded by a sacrificial tamper layer. The tamper dampens the Coulomb explosion by providing a bath of photo-induced free electrons to the sample, and arresting the hydrodynamic expansion of the sample through inertial confinement. Our recent FLASH results show that the sample lifetime can be extended to several picoseconds under these conditions. The results also indicate that tampering could produce atomic resolution in "diffract and destroy" experiments at LCLS. For biological imaging, water is likely to be the ideal tamper material. In April 2009 we performed, with our collaborators, the first tests of an in-vacuum water droplet dispenser for preparing and delivering hydrated biological materials at FLASH.
We have established that iterative transform phase retrieval techniques can be used for direct imaging of individual 0.25-2 μm diameter particles illuminated by 13.5 nm FLASH pulses using the single resultant diffraction pattern alone. Experiments are performed using a re-entrant differentially pumped aerodynamic lens stack that delivers the aerosols generated at atmospheric pressure to our x-ray detector system that surrounds the particle beam/x-ray interaction region (Fig 1). To calibrate our soft x-ray camera for single particle diffraction, a test aerosol of polystyrene spheres is generated using an electrospray operated in Taylor cone-mode. This ‘particle injector’ is the prototype for the LCLS CXI endstation injector.

We recently performed the highest resolution single particle x-ray diffractive imaging experiment yet. We interpreted aerosol morphology to 35 nm resolution using the electron densities reconstructed from single-shot diffraction patterns collected from aerosols in flight at FLASH. Example diffraction patterns collected from a single 250 nm diameter sphere and aggregates with N = 2, 3, 4 are shown in Fig 1. The coherent illumination of multiple spheres results in interference fringes in part defined by the number of spheres in the aggregate, their relative orientation to each other and orientation of the aggregate to the x-ray pulse. The electron density of each aggregate was reconstructed to 35 nm resolution using iterative phase retrieval with the ESPRESSO algorithm [S. Marchesini, arXiv:0809.2006v1]. As N increases, increasingly complex coherent speckles modulate the scattered signal and encode the locations of the spheres in the aggregate. For example, Figure 1 shows a diffraction pattern collected from a large aggregate of 88 nm spheres. This aggregate was about 1 μm in diameter and was not spherical. The aggregate particle was unique, existed for less than two milliseconds in vacuum and, based on previous time-resolved x-ray diffractive imaging experiments, was completely destroyed just picoseconds after the x-ray pulse interacted with the particle. Though for these reasons its 3D structure cannot be obtained by proposed methods for diffraction patterns collected from identical objects, the retrieved 2D structure provides valuable information on particle morphology, not accessible by other means.

Morphological information can be extracted from this single-shot diffraction pattern of a unique object by applying morphological analysis methods utilized in electron microscopy to the reconstructed electron density (Fig. 1, bottom row). Potential exists to extract additional degrees of morphological information from unique particles in situ using proposed tomographic femtosecond diffractive imaging methods, but these are currently unavailable. This paradigm shift in the imaging of single aerosol particles has allowed us to identify entirely unexplored applications of ultrafast lasers in aerosol science. Ultrafast snapshots of aerosol morphology and single particle pump-probe experiments will be the two key experiments we will use to define this new realm of the ultrafast in aerosol science.

In FY2009,

**FUTURE PLANS:** We aim to apply our FLASH experimental expertise to help pioneer non-periodic imaging at LCLS. We must address some very basic questions about single particle diffraction at LCLS: What is the practical limit of detection for single particle diffraction? What resolution can be achieved? To answer these questions, known structures must be probed in a systematic manner and the sample damage dynamics must be measured.

**Expected Progress in FY2010:** Significant effort will be directed toward moving into and equipping our new lab space at SLAC. We plan to recruit, train, and retain outstanding young talent necessary to support the rapidly growing coherent diffraction imaging of non-periodic structures program at PULSE. Our experimental efforts will concentrate on our first experiments at LCLS in Dec 2009 and potentially in Mar-June 2009, emphasizing imaging of nanomaterials, nanocrystals, cells, viruses and biomolecules.

**Expected Progress in FY2011:** We will continue our experimental campaign at LCLS, performing the first single particle diffraction experiments with hard x-rays at the XPP endstation. We will utilize our experience from FLASH and early LCLS experiments to work in conjunction with LCLS staff to field the LCLS CXI instrument. We will continue to develop the particle beam generation, trapping, manipulation and diagnostic instrumentation necessary to perform any experiments utilizing laser interactions with single particles. We plan to undertake time-resolved imaging studies of the LCLS-matter interaction and
perform LCLS imaging of aligned nanoparticles.

**COLLABORATIONS:** This work is done with colleagues from SLAC, Stanford, LL NL, Uppsala, LBNL, Arizona State University, TU Berlin, Max Planck Biomedical Heidelberg, and CFEL@DESY.

**SELECTED PUBLICATIONS FROM DOE SPONSORED RESEARCH IN 2006-2009:**

High harmonic generation in molecules
Markus Gühr and Philip H. Bucksbaum
Stanford PULSE Institute, Stanford Linear Accelerator Center, Menlo Park, CA 94025
and Physics Department, Stanford University, Stanford, CA 94305, mguehr@slac.stanford.edu

Scope
The goal of this task is to understand the relation of high harmonic spectra to electronic structure in atoms and molecules on the attosecond time scale. We observe atomic and molecule electronic structure and dynamics in strong fields through measurements of the amplitude and phase of high harmonics. This year we have studied the field-dependent shift of the Ar Cooper minimum through experiments and simulations of the atom and its field dressed continuum states. The experiments require an accurately calibrated harmonic spectrometer, which we accomplish via laser induced plasma emission. We have also studied the influence of multiple orbitals on harmonic generation in molecules, and intend to use this to observe electron dynamics during non-adiabatic processes.

Recent Progress

a) Strong field Cooper minima
Using the example of a atomic Ar, we show that high harmonic generation (HHG) amplitude and phase are subject to Cooper minima seen in photoionization [1]. The vacuum ultraviolet (VUV) photoionization of Ar causes population transfer from the 3P electronic ground state of Ar to the d or s continuum states which is described by the photoionization dipole matrix element. In the recombination step of HHG an electronic dipole transition between the continuum states and the electronic ground state results in the emission of VUV radiation. Recombination is described by the complex conjugate of the photoionization dipole element. Thus any information obtained from photoionization or absorption spectroscopy can in principle be applied to the HHG spectrum [2-4]. The Cooper minimum results from the nodal structure of an electronic ground state, which results in a sign change in the dipole matrix element as a function of the continuum state energy. Due to the sign change the excitation or recombination amplitude must go to zero at a particular energy, commonly referred to as the Cooper minimum. The matrix element sign change is reflected by a change in the phase of the emitted dipole in HHG. Thus HHG contains detailed structural information.
We measure the harmonic amplitude and the VUV absorption spectrum of argon with a VUV spectrometer calibrated using plasma emission lines of various rare gases. Both spectra show a minimum in the expected range consistent with the Cooper minimum, however the HHG minimum is shifted to higher energies. We measure the Ar harmonic phase in an interferometric experiment using N2 HHG as a reference. The measured π phase shift of the Ar harmonics around the HHG minimum fully confirms the Cooper minimum interpretation. In contrast to [2-4], we explain the shift between absorption and HHG Cooper minimum by the strong laser field acting on the Ar continuum during recombination. We calculate the Stark shift of the continuum states under the influence of this strong laser electric field. Only the uphill states contribute to recombination events in our case, and the corresponding matrix elements show a blue shift in agreement with experimental findings. In particular, the Cooper minimum shifts to higher photon energies for increasing field. To show this trend, we perform a trajectory dependent study of the Cooper minimum position.
Figure 1 A) shows HHG spectra of Ar after the HHG beam had passed through an aperture prior to the spectrometer grating. Harmonic radiation corresponding to short trajectories is preferentially phase matched on axis whereas the long trajectories emit radiation in a ring-like structure off-axis. With an almost closed aperture, the short trajectories are pronounced, and the signal is rather weak compared to the open aperture case. This indicates that the long trajectory radiation is dominant for the open aperture case. The Cooper minimum is shifted from harmonic 35 for short trajectories to harmonic 33 for long trajectories. Figure 1 B) shows the field under which the trajectories in the Cooper minimum region collide with the ion. For long trajectories the field is lower than for short trajectories, leading to a weaker field-induced shift of the Cooper minimum for long compared to short trajectories.

Figure 1: A) High harmonic spectra for Ar with a closed aperture in the spectrometer passing mainly harmonics originating from short trajectories (grey curve) and open aperture passing mainly harmonics originating from long trajectories (black curve). Note the difference in the signal by a factor of 10. The position of the photoabsorption Cooper minimum lies at 26 nm corresponding to the 31st harmonic in our plot. B) Electric field as a function of photon energy radiated upon recombination by short trajectory electrons (grey) and long trajectory electrons (dashed black). For a particular photon energy, the electric field upon recombination is always higher for short trajectories compared to the long ones.

b) Plasma calibration of HHG spectra

The calibration of VUV spectrometer for HHG spectroscopy is usually performed with metal filter absorption edges which cut away part of the harmonic spectrum or by directly counting harmonics assuming that they are integer multiples of the fundamental quantum energy. A fundamental problem in using harmonics for calibration purposes lies in the extreme sensitivity of the harmonic wavelength to the fundamental pulse parameters and to phase matching. The fundamental laser chirp, duration and the HHG phase matching influence the harmonic wavelength; shifts in wavelength of half an odd harmonic are not unusual.

We implemented a simple calibration method using plasma emission lines in an HHG spectroscopy set-up. We show that lines emitted by a laser-generated plasma of rare gases and molecular nitrogen can be conveniently used to calibrate harmonic spectrometers. The plasma generation and HHG use the same laser beam geometry. The intensity conditions for plasma generation and HHG emission are different. In an HHG set-up with optimized phase matching, efficient plasma emission is hindered. We implement a short focus geometry for this purpose and change the gas target position with respect to the laser focus to switch between calibration modes, where the plasma lines are intense and the harmonics are relatively weak, and an HHG mode, where the plasma lines are weak and the harmonics are strong. To change between the
Figure 2: a) VUV emission spectrum of Xe in a focused 30 fs, 800 nm laser pulse as a function of gas jet position with respect to the laser focus. The z-axis is along the laser propagation direction. Harmonic emission is visible for jet positions before and after the laser focus (z=0), whereas sharp plasma emission lines appear around the focus. B) Same for N₂. c) The wavelength of the 27th harmonic shifts as a function of jet position, which makes it unsuitable for calibration purposes.

**c) Harmonic generation from multiple orbitals**

Up to now, the modelling and interpretation of HHG has always assumed that only the highest occupied orbital can be ionized and thus contribute to HHG. However, at least two orbitals need to be observable in order to deduce electron dynamics because the quantum representation of motion is a coherent superposition of several orbitals. We found multi-orbital effects in HHG for nitrogen molecules and attributed the spectral signatures in the high harmonic spectrum to the highest occupied molecular orbital (HOMO) and the next lower bound orbital, the HOMO-1. We used the control over the molecular alignment with respect to the strong laser field in order to prepare the different orbital contributions.

The methodology of multi-orbital HHG is currently being developed to follow more complicated electronic dynamics in molecules with HHG spectroscopy. Over the past few months, we have been setting up a new high harmonic generator and spectrometer that can be used with any kind of (corrosive) molecules without any damage to the pumping system and optics.

**Future Plans**

*M. Gühr and P. H. Bucksbaum*

**a) Chemical imaging**

We will use our experience in multi-orbital HHG to follow molecular electronic dynamics after photoexcitation. Dynamics occurring at so-called conical intersections (CI) is very interesting in this context. The conical intersections are crucial for biological processes such as light harvesting, primary visual processes and UV stabilization of DNA and for chemical processes in the earth’s atmosphere. It is possible to excite a wave packet by an ultrafast laser pulse such that it explores the potential landscape of the excited state and reaches the conical intersection, where it can change its electronic state. We want to monitor this multiple state electronic dynamics using high harmonic generation on photo-excited molecules.
b) Electron correlation
The electron-electron correlation effects, which are neglected in the Hartree-Fock (HF) approximation, are expected to be highlighted at the attosecond time scale. Around each individual electron, the density of other electrons is reduced by both exchange and Coulomb interactions (correlation hole). The “instant” removal of an electron will lead to charge migration dynamics aimed at filling this hole. In other words, the charge hole created on the neutral molecular ground state is not an eigenstate of the ionic system, leading to a coherent superposition of cationic states. The attosecond time scale of the electron dynamics is determined by the energy differences among the excited cationic states. We plan to directly monitor the charge migration in the time domain, giving us insight into electron correlation. This involves spectroscopy with VUV laser sources and LCLS laser pulses.
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Publications over the past 3 years
This is subtask E2b of PULSE, and has been renamed “Strong Field Control of Molecules” (SFA) in the renewal. Our efforts are directed towards investigations of strong-field induced coherent processes in atoms and molecules that are of value as either LCLS experiments or ultrafast x-ray diagnostics. This year we added the related project of ultrafast hard x-ray studies of coherently excited phonons in solids, with the addition of David Reis to PULSE. We also made considerable progress in several other areas: formation of coherent transient alignment in molecules; studies of short wavelength electronic coherences; and a proposal approved for our first studies of strong field processes using LCLS. We have proposed to move a substantial portion of the condensed matter portion of this program to the DMSE FWP in FY10-12.

Recent Progress:

Multi-pulse Molecular Alignment James Cryan, Ryan N. Coffee, and Phil H. Bucksbaum We have demonstrated transient alignment in room temperature nitrogen, which exceeds the ionization-limited single pulse alignment and approaches the maximum theoretical value. We employ eight equally spaced ultra-fast laser pulses with an optimal separation to take advantage of periodic revivals of an ensemble of quantum rigid rotors. Each successive pulse increases the transient alignment $<\cos^2(\theta(t))>$ and also moves the rotational population away from thermal equilibrium. By comparing our data to quantum simulations, we determine experimental values of $<\cos^2(\theta(t))>$, the J-state distributions, and functional dependancies of the alignment features.

Figure 1: Left: The multiple pulse alignment of molecules is based on a nested interferometer design shown above left. This produces eight equally spaced pulses. The length difference between arms is such that the spacing between pulses is approximately 8.4 ps. This is the rotational period $1/2B$, where B is the rotational constant for molecular nitrogen. Right: Our multiple pulse technique uses a train of pulses acting at the 'quantum echo' of the initial pulse, i.e. when the density matrix $\rho(t)$ returns to the value it has immediately after the initial impulse. This time is slightly in advance of the maximum alignment, formally when $\partial^2 <\cos^2(\theta(t))>/\partial t^2=0$. This technique not only produces a high field-free transient alignment, but also exhibits a sizable time-averaged population alignment $<\cos^2(\theta(t))>$, shown in the figure above as the rising baseline.
**Longitudinal alignment:** Doug Broege. Ryan Coffee. Phil Bucksbaum

Strong fields can be employed at LCLS and in other applications to produce true three-dimensional alignment. An important step along this path is the demonstration and control of longitudinal alignment, that is alignment along the direction perpendicular to the laser polarization. This year we demonstrated the alignment of diatomic molecules along the direction of laser propagation in a field free environment, carried out with the use of a circularly polarized 800nm ultrafast laser on atmospheric and dry diatomic nitrogen. The wavepacket created with this field exhibits both transient and time averaged alignment along the laser propagation vector. Measurement of these features were performed interferometrically with a pair of co-propagating 400nm pulses. Additional measurements of birefringence were taken to ensure all wavepacket features were azimuthally symmetric within the plane of polarization. Along with traditional impulsive alignment, this technique allows for 3 dimensional control of molecular alignment without the need for a crossed beam geometry.

**Energy relaxation in Solids:** David Reis

A portion of our program involves the study of ultrafast energy relaxation processes in condensed matter following femtosecond laser excitation. In order to meet our scientific goals, we are developing new methodologies for probing structure on the picosecond (ps) and femtoseconds (fs) time-scale at synchrotron (APS) and linac based sources (SPPS and we are working towards LCLS). Over the past several years, we have concentrated on diffraction from long-wavelength phonons; however, x-ray scattering has the potential for probing phonons throughout the Brillouin zone. In the past year we have made progress on two fronts: a. probing the unfolding of superlattice phonons into high wavevector bulk modes and b. probing momentum resolved anharmonic decay of phonons. This year we are starting two new labs in the PULSE institute at SLAC, one for optical pump-probe studies and the other to develop a table-top high-repetition-rate ps x-ray source. We are also collaborating on several LCLS experiments and commissioning as well as continuing to make use of the APS and now SSRL.

**a. unfolded phonons.** An ultrafast laser pulse generates high frequency folded acoustic modes in a semiconductor superlattice (InGaAs/InAlAs) and a ps x-ray probe detects their propagation across the SL into the substrate. When these phonons propagate across the boundary, they unfold to become very high frequency and high wavevector acoustic modes. These modes are of particular interest because they play an important role in heat transport as well as have nanoscale wavelength, but there is almost a complete lack of coherent near monochromatic sources and detectors of these phonons (Trigo 2008).

**b. x-ray diffuse scattering to probe phonon decay.** Experiments on InP, which has an unusually long-lived LO phonon, were carried out at the BioCARS beamline of the APS with ~ 1010 photons per pulse at 15 keV. Figure 3(a) shows the static temperature diffuse scattering at room temperature.
of a (001) oriented InP single crystal at near grazing incidence. The probe covers many Brillouin zones, represented by the mesh-like pattern superimposed on this image. Photo-excitation with an intense laser pulse perturbs the equilibrium TDS image and produces a differential signal (Fig. 3 b - d). The data show a complex redistribution of the intensity that suggests the presence of a transient non-equilibrium population (Fig. 3 e - g) persisting up to a few hundred ps. Interestingly it appears that the transverse modes continue to increase in population several hundreds of ps after excitation while other modes are cooling.

Figure 3: (a) room temperature thermal diffuse scattering image of (001) oriented InP near grazing incidence with 15 keV x-ray photons. Time-resolved images after laser excitation at (b) t = 50 ps, (c) t = 400 ps and (d) t = 1 ns. (e) – (g) difference of the images at different time delays plotted in side the first Brillouin zone. For clarity only one of the Brillouin zones shown in (a) is displayed.

Future work:
Xray Multiple Ionization of Impulsively Aligned Molecules: Ryan Coffee, Markus Guehr, Phil Bucksbaum, John Bozek, Christian Buth, Marcus Hertlein, Ali Belkacem, Nora Berrah, Linda Young, Lou DiMauro, Hamed Merdji, Janos Hajdu The LCLS free-electron x-ray laser will be the first coherent radiation source that is capable of saturating K-shell photoionization for elements in the second row of the periodic table. This creates the opportunity for the first time to study novel multiple core-hole processes in atoms and molecules. We have been granted time in the first round of AMO experiments in FY10, to use the very high fields of the LCLS to create core vacancies in both atoms in a diatomic molecule, and study the Auger relaxation of this novel correlated system. This double core-hole state has a strong effect on the angle and energy of Auger emission which we will study by impulsively aligning the molecules prior to their photoionization. This is particularly interesting for ultrafast physics since the relaxation involves time scales of a few femtoseconds or less.

Light-induced coherent structure in molecules: Ryan Coffee, Todd Martinez, Phil Bucksbaum, others A number of important quantum dynamical properties in chemical physics can be simulated and controlled using strong fields to coherently excite molecules. We will initiate a combined theory and experimental program to study these. An important example is the light-induced conical intersection, which is produced when a strong coupling field is used to add a controlled additional degree of freedom to a molecule. Another example is the use of controlled laser fields to induce angstrom-scale structure in motional wave packets in molecules. The ultrashort x-ray pulses of LCLS could be an extremely useful tool to study these.

I. Program Scope: The initial stages of efficient photochemical reactions invariably occur on the femtosecond (fs) to picosecond (ps) time scale. Identifying the mechanisms for directed and efficient channeling of solar energy to chemical energy will be a principle objective of this research sub-task. The effective conversion of light to chemical energy necessitates directing the energy flow, which requires the suppression of the thermodynamic driving force to convert the light energy to heat and re-establish equilibrium. The effectiveness of molecular photo-catalysts depends critically on the excited state electronic structure and dynamics. Preserving the harvested energy within the electronic degrees of freedom represents a critical step to efficient light harvesting and depends intimately on the complex interplay between electronic and nuclear motion. While the investigation of non-adiabatic dynamics has been widely pursued with time-resolved optical spectroscopy, the complexity of the phenomena and dual influence of nuclear and electronic arrangement on these optical signals has made unambiguous interpretation of experimental data unusual. We propose to disentangle this coupled evolution of the electrons and nuclei by probing the molecular structure with ultrafast x-ray scattering and the electronic structure with ultrafast x-ray spectroscopy.

We will also investigate equilibrium chemical dynamics. The assembly and conformation of soft-matter depends critically on non-covalent interactions. These interactions, such as ion pairing, hydrogen bonding, and van der Waals attractions contribute to the assembly of nanostructures in a broad range of chemical and materials science applications as well. While the formation and folding of nanometer complexes generally involves the formation of numerous non-covalent interactions, the intrinsic interactions are generally well defined local interactions: hydrogen bond formation, ion pairing, and higher-order electrostatic interactions. We propose to study the thermal dynamics of H-bonding and ion pairing dynamics with the objective of generating a molecular-scale, mechanistic understanding of conformational dynamics in solution. We will investigate these conformational dynamics with time-resolved vibrational spectroscopy, x-ray photon correlation spectroscopy, and molecular dynamics simulations.

II. Scientific Progress:

*Photochemistry of bimetallic photo-catalysts:* We have initiated femtosecond resolution pump-probe measurements of the bi-metallic d^8-d^8 coordination complex Ir_2[1,8-disocyanano-menthane]. Our initial measurements have pumped the system at 590 nm and probed the transient response throughout the visible. These initial results appear in Fig. 1. The signal peaked around 600 nm corresponds to the ground state bleach and the stimulated emission at very small time delays. The signal peaked at 710 nm corresponds to the stimulated emission signal. Figure 1(B) shows the time dependent pump-probe signal at 730 nm and 650 nm, roughly corresponding to the inner and outer turning points on the excited state potential. The oscillatory pattern are clear out of phase, as expected and show strong evidence for two vibrational modes being strongly coupled to the electronic excitation. Fourier transformation of the signals show vibrational frequencies of 80 and 120 cm⁻¹. One of these modes should possess a strong metal-metal stretching component, since the equilibrium Ir-Ir bond length in the excited state should be roughly 0.5 Å shorter than the ground state configuration excited at 590 nm.
These preliminary results demonstrate that we will be able to learn a significant amount about the excited state dynamics of the bi-metallic photo-catalysts with optical pump-probe measurements and also gives us confidence that these materials will be amenable to time resolved x-ray scattering measurements.

**Atomic resolution mapping of the excited state electronic structure of Cu$_2$O with time-resolved soft x-Ray absorption spectroscopy:** Soft x-ray absorption spectroscopy (XAS) has many attributes that make it a powerful tool for investigating electronic structure. Of particular significance, the electronic structure can be interrogated with atomic specificity, so that the electronic structure can be decomposed into specific atomic contributions. While widely utilized to characterize the ground state structure of materials, we have used XAS to characterize the excited electronic state properties of cuprous oxide (Cu$_2$O), a widely studied transition metal oxide semiconductor utilized in photovoltaic and photo-electrochemical applications.

We have used time resolved XAS to characterize the effect of optically generated electronic excited states on chemical bonding in Cu$_2$O. A shift of the absorption edges to lower energy represents the dominant effect of valence carrier excitation. While the valence excitation shifts the Cu L$_3$-edge and the O K-edge spectra, there is no integral change in x-ray absorption at either edge. This lack of an integral change in the Cu L$_3$-edge and the O K-edge provides strong evidence that the Cu 3$d$ and O 2$p$ orbital contributions to the conduction band edge strongly resemble the orbital contributions to the valence band edge. This demonstrates the ability of time resolved x-ray spectroscopy to characterize the chemical bonding in excited states.

**Attosecond electron dynamics in transition metal complexes investigated with resonant inelastic hard x-ray scattering:** The excitation of matter with light can lead to the emission of photons with characteristic energies indicative of the electronic and vibrational properties of the excited state. When the incident radiation resonantly excites a transition in the irradiated material, the emitted light can result from coherent (one-step) inelastic scattering leading to a resonance Raman signal or from incoherent, sequential absorption and emission (two-step) of light leading to a fluorescence signal. We use the simultaneous appearance of these different signals in resonant inelastic light scattering to extract information about the excited state dynamics from the intrinsic time delay in the fluorescence decay channel.
Prior soft x-ray resonant inelastic x-ray scattering (RIXS) studies have extracted information about the attosecond (as) and femtosecond (fs) evolution of core-excited states using core-hole clock spectroscopy. The core-hole clock technique utilizes the sensitivity of the Auger electron or the x-ray emission spectrum to dynamics that occur prior to core-hole decay. Since 3d transition metal K-shell core-holes decay on the femtosecond to sub-femtosecond time scale, hard x-ray RIXS will be almost exclusively sensitive to attosecond electronic dynamics. For the coordination compounds we have investigated, we attribute these excited state decoherence dynamics to electron transfer from metal 4p electronic states to predominantly ligand-derived electronic states.

Raman scattering signals can be clearly distinguished from fluorescence signals since they result in emission signals that disperse linearly with incidence photon energy, while the fluorescence spectrum is incident energy independent. The core-hole clock technique allows the rate of excited state dynamics to be extracted from the relative integrated intensity of the characteristic fluorescence, \( I_f \), and Raman, \( I_R \), signals and the core-hole lifetime, \( \tau \). We determine the charge transfer times, \( \tau_{CT} \), from \( \tau_f \), \( I_R \), and \( I_f \), \( \tau_{CT} = \frac{I_R}{I_f} \).

We have measured the Mn and Fe 1s3p RIXS spectra of RbMnFe(CN)₆ and K₃Mn(CN)₆. These two species make for a compelling demonstration of the sensitivity of RIXS to electron dynamics because they possess very similar atomic structure, but very different chemical environments. For the Prussian blue analog, RbMnFe(CN)₆, the nitrogen end of the cyanide coordinates the manganese atom, while in K₃Mn(CN)₆ the carbon end of the cyanide coordinates the manganese atom. The nitrogen ligation in the Prussian blue analogue generates a weak ligand field and a high-spin ground electronic state for the Mn ions. The carbon ligation in K₃Mn(CN)₆ generates the standard strong ligand field associated with cyanide and a low-spin ground electronic state. A similar strong field exists for the Fe in RbMnFe(CN)₆.

Experimentally, we observe that Raman scattering dominates for the weak ligand field manganese in RbMnFe(CN)₆, while fluorescence scattering dominates for the strong ligand field manganese in K₃Mn(CN)₆. The results for strong ligand field Fe in RbMnFe(CN)₆ strongly resemble the results for the strong ligand field Mn in K₃Mn(CN)₆. Using the core-hole clock method, we extract electron transfer times of ~0.2 fs from excited-state Mn and Fe 4p orbitals to ligand dominated orbitals for atoms in strong field chemical environments and ~0.9 fs for Mn in a weak ligand [RbMnFe(CN)₆].

Hydrogen bond dynamics in aqueous ionic solutions: Aqueous ionic solutions lubricate the chemical machinery of natural and biological systems. While the unique and incompletely understood properties of water receive significant and justified attention, natural and biological processes also depend critically on the ionic species present in solution (Ball, 2008). A full description of ionic solutions requires not only a detailed understanding of the dynamics and structure of water in- and outside the first solvation shell, but also a clear understanding of the inter-conversion mechanism and dynamics for these two populations of water molecules.

We have used multidimensional vibrational spectroscopy (2DIR) and Car-Parrinello molecular dynamics (CPMD) simulations to investigate the hydrogen bond (H-bond) structural dynamics in aqueous 6 M sodium perchlorate (NaClO₄) solutions (Park, 2009). Aqueous perchlorate solutions provide an excellent system for studying H-bond exchange dynamics because the dynamics of a H-bond from a given deuterated hydroxyl group (OD) to another water molecule or a perchlorate ion leads to spectroscopically distinct OD stretch frequency. 2DIR monitors the H-bond exchange by observing the time dependent growth in the off-diagonal signal in the 2DIR spectra, as shown in Fig. 3. The rise in off-diagonal signal occurs with a 6 ps time constant, similar to the time constant for molecular rotation measured with polarization-resolved pump-probe measurements.
This indicates that molecular rotation and H-bond exchange occur via large angle jumps, as seen Laage and Hynes in computer simulations.

The CPMD simulations performed on aqueous 6 M NaClO₄ solution clearly demonstrate that water molecules organize into two radially and angularly distinct structurally sub-shells within the first solvation shell of the perchlorate anion, with one sub-shell possessing the majority of the water molecules that donate H-bonds to perchlorate anions and the other sub-shell possessing predominantly water molecules that donate two H-bonds to other water molecules. The CPMD simulations also demonstrate that the molecular exchange between these two structurally distinct sub-shells proceeds more slowly than the H-bond exchange between the two spectrally distinct H-bond configurations. We interpret this to indicate that orientational motions predominantly dictate the rate of H-bond exchange, while translational diffusion must occur to complete the molecular exchange between the two structurally distinct sub-shells around the perchlorate anions. The 2DIR measurements observe the H-bond exchange between the spectrally distinct H-bond configurations, but the lifetime of the hydroxyl stretch precludes the observation of the slower molecular exchange. Our 2DIR experiments and CPMD simulations demonstrate that orientational motions predominantly equilibrate water molecules within their local solvation sub-shells, but the full molecular equilibration within the first solvation shell around the perchlorate anion necessitates translational motion.

Publications:

First Principles Dynamics of Ultrafast Chemistry

Todd J. Martínez
SLAC National Accelerator Laboratory, Menlo Park, CA 94025

Abstract: The ab initio multiple spawning method has been developed as a means of describing ultrafast chemistry on multiple excited states from first principles, solving the electronic and nuclear Schrödinger equations simultaneously. Applications to date have treated laser-induced excitation as an instantaneous event. Here, we describe new improvements to the method which allow for the direct modeling of the excitation event, opening the door to modeling of optimal control type experiments with non-transform-limited excitation pulses. This includes an “optimal” spawning algorithm that determines the location of new nuclear basis functions using direct optimization and explicit incorporation of the laser field into the time-dependent Hamiltonian. We also extend the method to allow for strong laser fields and the concomitant modification of the Born-Oppenheimer surfaces. Applications of the method to high harmonic generation, time-resolved photoelectron spectroscopy, and optimal control will be presented.

University Research Summaries
(by PI)
Program Scope

The objective of our research program is to investigate complexity through fundamental interactions between photons and gas-phase systems to advance our understanding of correlated and many-body phenomena. Our research investigates multi-electron interactions, the dynamics of interacting few-body quantum systems and energy transfer processes from electromagnetic radiation. Most of our work is carried out in a strong partnership with theorists.

Our current interests include: 1) The study of non-linear and strong field phenomena in the x-ray regime using the linac coherent light source (LCLS), the first x-ray ultra-fast free electron laser (FEL) facility at the SLAC National Laboratory. Our investigations will focus on atoms, molecules and clusters to understand ultrafast and ultra-intense phenomena. 2) The study of correlated processes in select molecules, clusters and their anions using advanced techniques with vuv-soft x-rays from the Advanced Light Source (ALS) at Lawrence Berkeley Laboratory. We present here results completed and in progress this past year and plans for the immediate future.

Recent Progress

1) **X-Ray Non-Linear Physics Studies of Molecules with Intense Ultrafast LCLS Pulses**

The LCLS started lasing in April 2009 and is scheduled to provide beam time to users in September, 2009. My team will be contributing to the commissioning of the LCLS AMO instrument this summer. Furthermore, we are scheduled to carry out some of the first AMO experiments this fall. The present instrument consists of five electron time-of-flight (TOF) spectrometers and an ion imaging detector to measure the electron angular distribution and the ion charged states resulting from the ionization of atoms, molecules and clusters with the X-ray FEL. Specifically, we will carry out non-linear studies in N2 and CO molecules as a function of focused x-ray laser intensity. We will study multiple and multi-photon ionization focusing on the measurements of Auger electrons subsequent to the ionization with 800 eV intense LCLS photons.

2) **Emergence of Valence Band Structure and Autoionization Resonances in Rare-Gas Clusters**

The formation of electronic band structure by the valence-shell of Ar, Kr, and Xe clusters was studied for various cluster sizes using angle-resolved photoelectron spectroscopy. Our system allows us to probe selectively either the cluster surface or cluster bulk since the e-TOFs provide very good electron kinetic energy resolution. Different widths of the fine-structure components in the cluster spectra are attributed to a splitting of the outermost p_{3/2} levels due to valence-orbital overlap between neighboring atoms. Photoelectron angular distributions from the cluster differ from the atomic cases and vary substantially for different bands. Our measurements have shown
unambiguously for the first time the evolution of the electronic structure with increasing cluster size. Our data demonstrate clearly the changes of the valence band structure in the transition from a condensed-phase monolayer to the bulk [1,2].

We have also measured the photoionization of argon clusters in the Ar 3s→np Rydberg resonance region. For the first time, partial photoelectron yields and photoelectron angular distributions for the two spin–orbit components in argon clusters are reported as a function of the photon energy. The angular distributions of cluster photoelectrons differ substantially from the atomic ones. It allows, moreover, the identification of bulk and surface resonances [3].

3. **Molecular-Frame Angular Distributions of Resonant CO:C (1s) Auger Electrons**

Measurements of molecular-frame electron angular distributions (MFAD) allow access to an unprecedented level of detailed information, such as phases of photoelectron waves, localization of charge, core hole double-slit interference and photoelectron diffractions which are hidden in conventional gas-phase electron spectroscopy due to the random orientation of the molecules. Most of these studies to date have focused on photoelectrons. However, our team has used a novel methodology to determine for the first time the molecular-frame angular distributions of resonantly excited CO:C (1s) Auger electrons.

The molecular frame is the natural reference frame for the study of molecules and their interaction with electromagnetic radiation or charged particles. In order to experimentally determine MFAD the molecules have to be “fixed” in space, which can be realized by applying the angle-resolved photoelectron-photoion coincidence technique [a]. Although most of these studies have focused on photoelectrons, Auger electrons provide complementary information on the electronic structure and the anisotropy of atoms, molecules, and solids after the initial excitation. Because of their element and sites specificity, Auger electrons are often used as a probe for the atomic environment in large molecules and solids. In the case of resonant excitation, the focus of our work, they represent the only way (apart from fluorescence) to obtain information since no other electron is emitted. From a theoretical point of view, understanding the MFADs is probably the most demanding open question in molecular Auger spectroscopy.

There is no report on MFADs of resonant Auger electrons probably because the high kinetic energy of Auger electrons combined with the necessary high kinetic energy resolution does not allow detection in the full 4π solid angle. The determination of Auger electron MFAD is substantially more challenging and time-consuming than the measurement of photoelectron MFADs [b,c]. Recently, in collaboration with the Sendai group, we used a newly developed analytical framework, allowing full three-dimensional MFADs from measurements of electrons at only two angles in combination with 4π momentum-resolved ion detection [4]. This novel approach makes high-resolution measurements of Auger electron MFADs considerably more convenient and feasible as demonstrated in our subsequent work [5,6].

Our experiment [4] was performed at the ALS Beamline 4.0.1 in the two-bunch mode. Our apparatus consists of a coincidence system that employs a momentum imaging spectrometer with two electron time-of-flight (TOF) analyzers mounted in the plane perpendicular to the light propagation direction, at 0° and 54.7° with respect to the horizontal. The uniqueness of our coincidence system lies in the fact that we have very good electron kinetic energy resolution.
Specifically, our investigation was focused on elucidating the assignment of two main groups, “h” and “i”, from the resonant Auger spectrum subsequent to the resonantly excited CO:C (1s) → π* Auger electrons [4]. For the selected geometry, the MFADs of the “h” and “i” groups show distinct differences. In particular, the MFAD of group “h” displays a strong asymmetry with a preferential emission of the electrons along the direction of the carbon atom, while the MFAD of group “i” is more isotropic and has a large fraction of its total intensity in the plane perpendicular to the molecular axis. The different shapes of the MFADs are well reproduced by ab initio calculations in the one-center approach. They provide an unambiguous assignment of group “h” to two states, 3 2Π and 4 2Π, which have almost identical MFADs. Group “i” is in the energy region where the calculations predict transitions to the 5 2Π and 1 2Φ states.

In conclusion, our findings point to very different angular distributions for two close lying electron spectator groups, both of which could be identified through the comparison with theoretical predictions [4]. Our calculations based on a one-center approach [d] are able to withstand the most stringent test of reproducing well the experimental angular distributions, and furthermore predict that the sum of all Auger transitions is strongly focused toward the carbon atom.

4. Multi-User Movable Ion Beamline

We have successfully and completely commissioned a movable ion beamline (MIPB) that allows the phot ionization study of positive and negative ions in the merged beam geometry. This instrument complements the existing excellent ion-photon beamline (IPB) facility fixed at the ALS beamline 10.0.1. The MIPB has been used using photons from beamline 8 that enable deep core-shell ionization in molecules and clusters. We have carried out experiments in C 2- and C 4- and plan to continue the investigation of the carbon chain. The instrument is available for any users to exploit the capabilities of any ALS beam lines, specifically below 9 eV and above 340 eV photon energies not available on BL10.0.1.

Future Plans.

The principal areas of investigation planned for the coming year are:
1) We plan to carry out LCLS based experiments and analyze the resulting data.
2) We plan to continue the data analysis of the Coulomb explosion investigations of large molecules and clusters using the ALS.
3) We plan to continue the photodetachment experiments in the carbon anions cluster chain using the MIPB.
4) We plan to carry out the analysis of the experiments conducted on the valence and K-shell photodetachment of C 60 – conducted this spring with the IPB in collaboration with the UNR and Giessen groups.
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Strongly Anisotropic Bose and Fermi Gases

Principal Investigator
John Bohn
JILA, UCB 440
University of Colorado
Boulder, CO 80309
Phone (303) 492-5426
Email bohn@murphy.colorado.edu

Program Scope

This program focuses on the fundamental properties of dilute quantum degenerate gases whose constituent particles possess dipole moments. It is concerned with the implications of the dipole-dipole interactions on the structure, dynamics, and control of these gases, as well as their ability to provide prototypes for novel condensed matter systems and potentially useful materials. The properties of the gas are tunable to a high degree, by varying such quantities as the density of the gas, the orientation of the dipoles, the scattering length of the constituents, and the anisotropy of the trap in which they are held.

Recent Progress

We continue our investigations into the structure and stability of dipolar Bose-Einstein condensates. These matters get to the heart of the novelty of dipolar particles, namely, their anisotropic interparticle interactions, which are either repulsive or attractive depending on the relative orientation of the particles. An unusual consequence of this anisotropy, known for some time now, is the existence of excitations analogous to the roton mode in superfluid helium. In helium, this excitation determines many properties of the gas, including the velocity below which the fluid flows without resistance, as well as the features of correlated motion of the atoms in the fluid. We are developing the theory of how these excitations play out in realistic experimental circumstances for dipoles.

In dipolar BEC, the roton-like excitations offer far more variety than in helium, inasmuch as their properties can be tuned via both the strength of the dipole moment and the anisotropy of the trap. Moreover, when the excited roton mode becomes degenerate with the ground state, an instability occurs that can cause collapse of the BEC into local density fluctuations. Carefully characterizing these fluctuations and the ensuing collapse is important for understanding how far the gas can be pushed in the quest for new physics or even device applications.

We have characterized this kind of collapse, both for non-rotating condensates and those containing vortex states. The roton modes, like harmonic oscillator modes, are characterized by their radial and angular nodal patterns in pancake-shaped trapping potentials. The collapse can lay bare this nodal structure, which is in turn related to the density profile of the BEC before collapse. Experiments that deliberately trigger a collapse, therefore, can serve as
probes of the novel dipole-generated structure. We have modeled the time-dependent collapse of these structures, as would pertain to realistic experimental circumstances for a BEC of chromium (see Figure). The corresponding experiments are being carried out in the Pfau group in Stuttgart.

Figure. Density profiles for dipolar BEC’s that have undergone collapse, as viewed “looking down” on the BEC from the polarization axis. Red is high density, blue is low. In the left panel, collapse was triggered via radial roton modes, while in the right panel the rotons have angular nodes. This kind of imaging can reveal the unique features arising from anisotropic interactions in the gas.

This dipolar BEC work is performed by fourth-year graduate student Ryan Wilson. Additionally, this year saw the publication of the final results from the thesis of former DOE-supported graduate student Daniele Bortolotti, on the physics of an ultracold mixture of bosons and fermions. This work laid out the appropriate mean-field theory of such a mixture, including the capacity of the atoms to join into molecules near a Fano-Feshbach resonance. Intriguingly, this work showed that the mean-field theory is not adequate for the description of this fascinating system, in the sense that it is for boson-boson mixtures. Nevertheless, the theory presents an essential touchstone that all future theories must build from.

Future Plans
Thus far the entire field of dipolar BEC has been concerned with particles polarized perpendicular to the plane in which they are confined, hence preserving cylindrical symmetry. Recently we have begun to explore the situation where the polarization is tilted with respect to this plane. In this case the superfluid velocity itself is anisotropic, with consequences that have yet to be appreciated. Also, we are looking toward a certain class of polar molecules with extremely low polarizabilities. Because they are polarized in a very weak field, the field generated by the dipoles themselves can be comparable to the applied field, thus coupling the internal and motional states of the particles. Both these unusual
attributes – anisotropic superfluidity and quantum dielectric properties -- demand exploration to investigate novel properties of dipolar materials.
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*Pseudo-potential Treatment of Two Aligned Dipoles Under External Harmonic Confinement*

*Manifestations of the Roton Mode in Dipolar Bose-Einstein Condensates*

*Generalized Mean-Field Approach to a Resonant Bose-Fermi Mixture*

*Stability and Excitations of a Dipolar Bose-Einstein Condensate with a Vortex*

*How Does a Dipolar Bose-Einstein Condensate Collapse?*

*Angular Collapse of Dipolar Bose-Einstein Condensates*
Program Scope

In this research program, we address the fundamental physics of the interaction of atoms and molecules with intense ultrashort laser fields. The main objectives are to develop new theoretical formalisms and accurate computational methods for \textit{ab initio} nonperturbative investigations of multiphoton quantum dynamics and very high-order nonlinear optical processes of one-, two-, and many-electron quantum systems in intense laser fields, taking into account detailed electronic structure information and many-body electron-correlated effects. Particular attention will be paid to the exploration of the effects of electron correlation on high-harmonic generation (HHG) and multiphoton ionization (MPI) processes, time-frequency spectrum, and coherent control of HHG processes for the development of tabletop x-ray laser light sources, and for the exploration of attosecond AMO processes, etc.

Recent Progress

1. \textit{Ab initio} Theoretical Investigation of the Frequency Comb Structure and Coherence in the VUV-XUV Regimes via High-Order Harmonic Generation: From Atomic H to Rare Gas Atoms

In the last few years, femtosecond laser-based optical frequency combs have led to remarkable advancements in ultrafast science \cite{1}, high-precision optical frequency measurement and synthesis \cite{2}, and enabled optical atomic clocks \cite{3}. As a universal optical frequency comb synthesizer, this method provides a direct link between optical and microwave frequencies. More recently, there is substantial experimental interest in the feasibility of generating frequency combs in the extreme ultraviolet (xuv) and vacuum ultraviolet (vuv) regimes at a repetition frequency of more than 100 MHz via high-order harmonic generation (HHG) \cite{4,5}. At such a repetition rate, the mode spacing of the frequency comb is large enough for high-resolution spectroscopy. However, there are currently experimental difficulties in the realization of the frequency comb structure within each high harmonic, with the exception of the third-order harmonic case \cite{5}.

To advance this field, we have recently presented the first fully \textit{ab initio} quantum investigation of the frequency comb structure and coherence within each order of the high-order harmonic generation spectrum in the high-frequency vuv-xuv regime \cite{6}. The HHG spectrum of atomic H driven by a train of equal-spacing short laser pulses is calculated by propagating the time-dependent Schrödinger equation (TDSE) accurately and efficiently by means of the time-dependent generalized pseudospectral (TGPS) method \cite{7}. We explore the comb structure and coherence by varying the laser pulse separation $\tau$, the number of pulses $N$, and the laser intensity. We found that a nested comb structure appears within each of the harmonics, ranging from the first harmonic all the way to the cutoff harmonic, and this global pattern persists regardless of the values of $\tau$ and $N$ used and even in the presence of appreciable ionization.

More recently, we have extended the study to the rare gas atoms by means of self-interaction-free time-dependent density functional theory (TDDFT) \cite{8}. We found that it is essential to include the dynamical electron correlation for the quantitative exploration of the strong-field MPI, HHG, and frequency comb structure and coherence. We explore in detail the temporal coherence and robustness of the comb structure by varying $\tau$, $N$, the phase difference between pulses, and the laser intensity. We found that the frequency comb structure and coherence are preserved in each harmonic regardless of the values of $\tau$ and $N$ used for the case of weak and medium strong incident laser-pulse trains. However, under...
superstrong fields, nonuniform and substantial ionization takes place during each pulse, jeopardizing the temporal coherence of the emitted frequency comb modes.

2. Exploration of Coherent Control of Multiphoton Resonance Dynamics in Intense Frequency-Comb Laser Fields: Many-Mode Floquet Theoretical Approach

We generalize the many-mode Floquet theorem (MMFT) [9, 10] for the nonperturbative investigation of multiphoton resonance dynamics driven by intense frequency-comb laser fields [11]. The frequency comb structure generated by a train of short laser pulses can be exactly represented by a combination of the main frequency and the repetition frequency. MMFT allows non-perturbative and exact treatment of the interaction of a quantum system with the frequency-comb laser fields. We explore multiphoton resonance processes between a two-level system and frequency-comb laser. We found that the multiphoton processes can be coherently controlled by tuning the laser parameters such as the carrier-envelope phase (CEP) shift. In particular, high-order harmonic generation shows immense (many-orders-of-magnitude) enhancement by tuning the CEP shift, due to simultaneous multiphoton resonances [11].

3. Coherent Control of a Single Attosecond XUV Pulse by Few-Cycle Intense Laser Pulses

We perform ab initio quantum and classical explorations of the production and control of a single attosecond pulse by using intense few-cycle laser pulses as the driving field [12]. The time-frequency characteristics of the attosecond xuv pulse are analyzed in detail by means of the wavelet transform of the time-dependent induced dipole. To better understand the physical processes, we also perform classical trajectory simulation of the strong-field electron dynamics and electron returning energy map. We found that the quantum and classical results provide complementary information regarding the underlying mechanisms responsible for the production of a coherent attosecond pulse. For few-cycle (5 fs) driving pulses, it is shown that the ejection of the consecutive harmonics in the super continuum cutoff regime can be synchronized and locked in phase resulting in the production of a coherent attosecond pulse. Moreover, the time profile of the attosecond pulses can be controlled by tuning the carrier envelope phase.


Recently we have developed a time-dependent generalized pseudospectral (TDGPS) approach in hyperspherical coordinates for fully ab initio and nonperturbative treatment of high-order harmonic generation (HHG) processes of two-electron atomic systems in intense laser fields [13]. The procedure is applied to a detailed investigation of HHG processes of helium atoms in ultrashort laser pulses at a KrF wavelength of 248.6 nm. The six-dimensional coupled hyperspherical-adiabatic-channel equations are discretized and solved efficiently and accurately by means of the TDGPS method. The effects of electron correlation and doubly excited states on HHG are explored in detail. A HHG peak with Fano line profile is identified which can be attributed to a broad resonance of doubly excited states [13].

5. Extension of High-order Harmonic Generation Cutoff via Coherent Control of Intense Few-Cycle Chirped Laser Pulses

We present an ab initio quantum exploration of the HHG cutoff extension mechanisms controlled by a few cycle chirped laser pulse [14]. It is shown that significant cutoff extension can be achieved through the optimization of the chirping rate parameters. Furthermore, the time duration of the emitted attosecond bursts produced by the chirped laser pulse is significantly reduced from that of the chirp-free laser pulses.

6. Precision Study of the Orientation Effects in MPI/HHG of H$_2^+$ in Intense Laser Fields

Recently we have developed a TDGPS method for accurate and efficient treatment of the time-dependent Schrödinger equation (TDSE) of two-center diatomic molecules systems in prolate spheroidal coordinates [15]. The method is applied to a fully ab initio 3D study of the orientation effects in MPI and
HHG of $\text{H}_2^+$ subject to intense laser pulses. The calculations were performed for the ground and two first excited electronic states of $\text{H}_2^+$ at the internuclear separation $R = 2.0$ a.u. The dependence of MPI and HHG behavior on the orientation angle is analyzed. We found that orientation effects are strongly affected by the symmetry of the wave function and the corresponding distribution of the electron density. While the anisotropy of MPI and HHG is rather weak for the $1\sigma_g$ state, both processes are suppressed at the orientation angle $90^\circ$ for the $1\sigma_u$ state and at the angle $0^\circ$ for the $1\pi_u$ state. We discuss the multiphoton resonance and two-center interference effects in the HHG spectra which can lead both to enhancement and suppression of the harmonic generation [15].

7. Above-Threshold-Ionization Spectra from Core Region of Time-Dependent Wave Packet: A New ab initio Time-Dependent Approach

Recently the phenomenon of multiphoton above-threshold ionization (ATI) and investigations of resulting electron distributions attracted much new interest. This is related to advances in laser technology which made possible generation of ultrashort and intense laser pulses. For such pulses, the absolute or carrier-envelope phase (CEP) plays an important role and properties of the ejected electrons’ momentum (or energy–angular) distributions differ significantly from those for long pulses. Recent experiments were able to measure high-resolution full y differential data on ATI of noble gases. Thus accurate theoretical description of the electron distributions becomes an important and timely task.

In a recent work, we develop a new method for accurate treatment of TDSE and electron energy and angular distributions after above-threshold multiphoton ionization [16]. The procedure does not require propagation of the wave packet at large distances, making use of the wave function in the core region. It is based on the extension of the Kramers–Henneberger picture of the ionization process while the final expressions involve the wave function in the laboratory frame only. The approach is illustrated by a case study of above-threshold ionization of the hydrogen atom subject to intense laser pulses. The ejected electron energy and angle distributions have been calculated and analyzed. We explore the electron spectrum dependence on the duration of the laser pulse and carrier-envelope phase [16].

8. Role of the Electronic Structure and Multi-electron Response in the MPI and HHG Processes of Diatomic Molecules in Intense Laser Fields

Recently we have continued the development of self-interaction-free time-dependent density functional theory (TDDFT) [17,18] for accurate and efficient treatment of strong-field AMO physics, taking into account both electron correlations and detailed electronic structure. Given below is a brief summary of the most recent progress.

There have been much current experimental and theoretical interests in the study of strong-field molecular ionization and HHG. Most theoretical studies in the recent past are based on approximate models such as the A DK model, strong-field approximation, etc. The effects of detailed electronic structure and multi-electron responses are often ignored. Although these models have some partial success in weaker field processes, they cannot provide an overall consistent picture of the ionization and HHG behavior of different molecules.

We have recently further developed the self-interaction-free TDDFT [17,18] for nonperturbative investigation of the ionization mechanisms as well as the HHG power spectra of homonuclear ($\text{N}_2$, $\text{O}_2$, and $\text{F}_2$) and heteronuclear (CO) diatomic molecules in intense ultrashort lasers [19]. A time-dependent two-center generalized pseudospectral method in prolate spheroidal coordinates is developed for accurate and efficient treatment of the TDDFT equations in space and time. Our studies reveal several intriguing behaviors of the nonlinear responses of molecules to intense laser fields: (a) It is found that detailed electron structure and correlated multielectron responses are important factors for the determination of the strong-field ionization behavior. Further, it is not ad equate to use only the HOMO for the description of the ionization behavior since the inner valence electrons can also make significant or even dominant
contributions. Finally, the ionization potential (IP) is laser-intensity and frequency dependent and it is also not the only major factor determining the molecular ionization rates. (b) We predict substantially different non-linear optical response behaviors for homonuclear (N₂) and heteronuclear (CO) diatomic molecules, despite the fact that CO has only a very small permanent dipole moment. In particular, we found that the MPI rate for CO is higher than that of N₂. Furthermore, while laser excitation of the homonuclear N₂ molecule can generate only odd harmonics, both even and odd harmonics can be produced from the heteronuclear CO molecule [19].

More recently, we have extended the TDDFT approach for the study of the effect of correlated multielectron responses on the multiphoton ionization (MPI) of diatomic molecules N₂, O₂, and F₂ in intense short laser pulses with arbitrary molecular orientation [20]. We show that the contributions of inner molecular orbitals to the total MPI probability can be significant or even dominant over the HOMO, depending upon detailed electronic structure and symmetry, laser field intensity, and orientation angle.

Future Research Plans

In addition to continuing the ongoing researches discussed above, we plan to initiate the following several new project directions: (a) Exploration of 3D orientation dependent MPI/HHG and ATI processes of diatomic molecules in intense laser pulses. (b) Development of TDGPS method and extension of self-interaction-free TDDFT to triatomic molecular systems [21] for the study of the MPI mechanisms and HHG phenomena in strong fields. (c) Development of time-dependent localized Hartree-Fock (LHF)-DFT method for the study of singly, doubly, and triply excited states of Rydberg atoms and ions, inner shell excitations [22], as well as photoionization of atomic excited states [23]. (d) Coherent control of rescattering and attosecond phenomena in strong fields.
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Program Scope

Current experimental efforts to obtain ultracold molecules (e.g., photoassociation (PA), buffer gas cooling, or Stark deceleration) raise a number of important issues that require theoretical investigations and explicit calculations.

This Research Program covers interconnected topics related to the formation of ultracold molecules. We propose to investigate schemes to form ultracold molecules, such as homonuclear dimers (alkali or alkaline earth) using stimulated and spontaneous processes. We will also study heteronuclear molecules, in particular those with large dipole moments like alkali hydrides or some bi-alkali dimers (e.g. LiCs or LiRb). In addition, we will investigate the enhancement of the formation rate via Feshbach resonances, paying special attention to quantum degenerate atomic gases. Finally, we will explore the possible formation of a new and exotic type of molecules, namely ultralong-range Rydberg molecules.

Recent Progress

Since the start of this Program (August 1st 2005), we have worked on several projects. We limit ourselves to work published over the last three years (since 2006).

• Formation of polar molecules

We explored the formation of alkali hydrides from one- and two-photon photoassociative processes. We found that the one-photon formation rate for LiH and NaH in their $X^1\Sigma^+$ ground electronic state is sizable in the upper ro-vibrational states $|v'', J = 1\rangle$; assuming conservative values for the atom densities ($10^{12}$ cm$^{-3}$), temperature (1 mK), laser intensity (1000 W/cm$^2$), and the volume illuminated by it ($10^{-6}$ cm$^3$), the rate coefficients are of the order $3 \times 10^{-13}$ cm$^3$/s, leading to about 30,000 molecules per second [1]. We also found that all of those molecules would populate a narrow distribution of $J$-states in the $v'' = 0$ vibrational level by spontaneous emission cascading; the momentum transfer due to the photon emission is not large enough for remove the molecules from traps deeper than 10 $\mu$K or so. In the two-photon case, we calculated the formation rate of LiH into the singlet ground state via the $B^1\Pi$ excited state. This excited electronic state has only three bound levels (in the $J = 1$ manifold) and a fairly good overlap with the $X^1\Sigma^+$ ground electronic state. We found rate coefficients about 1000 times larger [2]. However, the constraints brought by the possibility of back-stimulation from a bound state to the continuum limits these larger rates to values of the same order as the single photon process via an excited state [2].

More recently, we also explored the formation of LiH molecules in the $a^3\Sigma^+$ electronic state [3]. It is predicted to support one ro-vibrational level, leading to a sample in a pure single ro-vibrational state. We found that very large rate coefficients can be obtained by using the $b^3\Pi$ excited state, which supports only five or six bound levels. Because of the extreme spatial extension of their last “lobe”, the wave functions of the two uppermost bound levels have large overlap with the $(v = 0, J = 0)$ bound level of $a^3\sigma^+$, leading to branching ratios ranging from 1% to 90%. This property implies that large amounts of LiH molecules could be produced in a single quantum state, a prerequisite to study degenerate molecular gases [3].
• **Homonuclear molecules**

We analyzed results from two-photon photoassociative spectroscopy of the least-bound vibrational level \(v = 62\) of the \(X^1\Sigma_g^+\) state of the \(^{88}\text{Sr}_2\) dimer \([4]\). By combining measurements of the binding energy with an accurate short range potential and calculated van der Waals coefficients, we were able to determine the \(s\)-wave scattering length \(a_{88} = -1.46a_0\). We also modeled the observed Autler-Townes resonance splittings. Through mass scaling, we determined the scattering lengths for all other isotopic combinations. These measurements provide confirmation of atomic structure calculations for alkaline-earth atoms and provide valuable input for future experiments with ultracold strontium.

We suggested and analyzed a technique for efficient and robust creation of dense ultracold molecular ensembles in their ground rovibrational state \([5]\). In this approach, a molecule is brought to the ground state through a series of intermediate vibrational states via a multistate chainwise stimulated Raman adiabatic passage technique. We studied the influence of the intermediate states decay on the transfer process and suggested an approach that minimizes the population of these states, resulting in a maximal transfer efficiency. As an example, we analyzed the formation of \(^{87}\text{Rb}_2\) starting from an initial Feshbach molecular state and taking into account major decay mechanisms due to inelastic atom-molecule and molecule-molecule collisions. Numerical analysis suggests a transfer efficiency \(> 90\%\), even in the presence of strong collisional relaxation as are present in a high density atomic gas.

• **Rydberg-Rydberg interactions**

We began working on the Rydberg-Rydberg interactions to explain some spectral features observed in \(^{85}\text{Rb}\) experiments. We calculated the long-range molecular potentials between two atoms in \(^{70}p\) in Hund’s case (c), by diagonalization of an interaction matrix. We included the effect of fine structure, and showed how the strong \(\ell\)-mixing due to long-range Rydberg-Rydberg interactions can lead to resonances in excitation spectra. Such resonances were first reported in S.M. Farooqi \textit{et al.}, Phys. Rev. Lett. \textbf{91} 183002, where single UV photon excitations from the 5s ground state occurred at energies corresponding to normally forbidden transitions or very far detuned from the atomic energies. We modeled a resonance correlated to the \(69p_{3/2} + 71p_{3/2}\) asymptote by including the contribution of various symmetries: the lineshape is reproduced within the experimental uncertainties \([6]\). More recently, we extended this work to the case of strong resonances observed near the \(69d + 70s\) asymptote \([7]\). We found that our theoretical results are in good agreement with the observations of our colleagues at UConn.

• **Degenerate Fermi gas**

In \([8]\), we worked on the spectroscopic signature of Cooper pairs in a degenerate Fermi gas, namely \(^6\text{Li}\). We calculated two-photon Raman spectra for fermionic atoms with interactions described by a single-mode mean-field BCS-BEC crossover theory. By comparing calculated spectra of interacting and non-interacting systems, we found that interactions lead to the appearance of correlated atomic pair signal - due to Cooper pairs; splitting of peaks in the spectroscopic signal - due to the gap in fermionic dispersion; and attenuation of signal - due to the partial conversion of fermions into the corresponding single-mode dimer. By exploring the behavior of these features, on can obtain quantitative estimates of the BCS parameters from the spectra, such as the value of the gap as well as the number of Cooper pairs.

• **Influence of Feshbach resonances on formation rates**

We have started to investigate the formation of molecules using photoassociation of atoms in the vicinity of Feshbach resonances. In our initial work \([9]\), we calculated the rate coefficients to form
singlet molecules of LiNa using this Feshbach Optimized Photoassociation (FOPA) mechanism, and found that they increase by $10^{3-4}$ when compared to the off-resonance rate coefficients. We also gave a simple analytical expression relating the rate coefficient to the off-resonance rate coefficient and parameters of the resonance (such as its position and width).

We expanded this work to take into account the effect of saturation on the rate coefficient [10]. We computed rate coefficients and showed that new double-minima features would appear at large laser intensity near the resonance. We compared our theoretical results with recent experimental measurements, and found an extremely good agreement without any adjustable parameters.

We combined this idea of FOPA with our previous work using STIRAP [11]. We showed that it is possible to enhance the Rabi frequency between the continuum and an intermediate state so that the efficient transfer of a pair of atoms directly from the continuum into the ro-vibrational ground state becomes achievable with moderate laser intensities and pulse durations. This approach opens interesting perspectives, since it does not require degenerate gases to work efficiently.

Finally, we also explored the role of Feshbach resonance and spin-orbit coupling in the formation of ultracold LiCs molecules [12]. We analyzed the experimental data of our co-workers, and found that even in the case of unpolarized atomic spin states (*i.e.* a mixture of all $m_f$ states), hyperfine coupling can modify the formation rate measurably.

**Future Plans**

In the coming year, we plan to continue the alkali hydride work. We also will extend this work to other polar molecules relevant to the experimental community, such as LiCs, LiRb, LiK, etc. We also plan to continue our work on FOPA, by expanding our treatment to the time domain.

We expect to carry more calculations on Rydberg-Rydberg interactions and explore the possibility of forming metastable long-range doubly-excited Rydberg molecules as well as the experimental signature to be expected.
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Program Scope: The goal of this program is to implement optical 2-dimensional Fourier transform spectroscopy and apply it to electronic excitations, including excitons, in semiconductors. Specifically of interest are quantum wells that exhibit disorder due to well width fluctuations and quantum dots. In both cases, 2-D spectroscopy will provide information regarding coupling among excitonic localization sites.

Progress: During the last year, we have demonstrated the use of our new apparatus to observe two-quantum coherences in semiconductor quantum wells. In addition to seeing the expected two-quantum coherences between the ground state and the biexciton state, we also see them between the ground state and many-body states. We have also performed a detailed study of the polarization dependence of the real part of the two-dimensional Fourier transform (2DFT) spectra of quantum wells. We have also made to important technique advances. The first is a method of determining the overall phase of the 2DFT spectra using the interference pattern formed by the excitation beams. The second advance is the development of phase cycling techniques to cancel scattered light from the excitation beams that creates a noise background.

The coherent response of excitons in semiconductor quantum wells (QWs) is strongly dependent on the excitation conditions and material properties, such as polarization configuration and inhomogeneous broadening due to well-width fluctuations. Contributions to the light-matter interactions include the excitons themselves, the formation of excitonic “molecules,” or biexcitons, and the many-body interactions of these states [1]. The interplay of these contributions has been explored though intensity- and polarization-dependent transient four-wave mixing (TFWM) studies. The latter result in changes in the dephasing time, the temporal profile of the emission, and a phase shift of the beats. Explanations of these results vary and include inhomogeneity or exciton-exciton interactions, such as exciton-exciton exchange, excitation-induced dephasing (EID), local-field corrections, and excitation-induced shift (EIS). Many authors have attributed the polarization dependence to biexcitons and their subsequent interactions.

We used 2DFT spectroscopy to separate and isolate the competing intra-actions and interactions of the excitons and biexcitons, which are strongly polarization dependent [L]. Through a quantitative comparison of the magnitude of 2DFT data and the line shape in the phase-resolved spectra, the selection rules were exploited to demonstrate the suppression of either many-body or biexcitonic effects in the coherent response. Clear indications of the associated contributions are observed in the 2DFT spectra, whereas they had only previously been inferred in TFWM experiments. Many-body interactions are observed for most excitation conditions as strong population and coherent coupling peaks, and as dispersive line shapes in the real part of the 2DFT spectra. When many-body interactions are suppressed however, the exciton and biexciton contributions are similar in strength and the off-diagonal coupling peaks nearly vanish.

One of the hallmarks of many-body interactions was the appearance of a signal for “negative” delay in two-pulse TFWM experiments. For an ensemble of non-interacting two-level systems, there is no signal for negative delay. These signals can be phenomenologically described as arising from local field effects, EID, biexcitonic effects or EIS. While the early work was motivated by explaining the negative delay signal, these effects also contribute, indeed dominate, for positive delay. TFWM could not reliably distinguish between these phenomena, an ambiguity resolved by 2DFT spectroscopy [A,E]. The 2D extension of this technique for molecular vibrations was proposed [2, 3] and observed [4, 5]. Its sensitivity to two exciton correlations in semiconductors was demonstrated in simulations [6, 7].
We measured 2DFT spectra for the pulse sequence that corresponds to the “negative” delay case in a two-pulse TFWM experiment. In two-pulse TFWM, the sample is excited by two pulses, $E_1(t - \tau)$ and $E_2(t)$ with wavevectors $k_1$ and $k_2$, respectively. Their interaction produces a signal $E_s \propto E_1^* E_2 E_2$ in the direction $k_s = 2k_2 - k_1$ where the delay between the excitation pulses is defined to be positive if the conjugated pulse, $E_1$, arrives before pulse $E_2$. Thus “negative” delay means that the conjugated field arrives last. When the conjugated pulse arrives last in 2DFT spectroscopy, two-quantum coherences can be observed [4, 5]. Theory has shown that 2DFT spectra for this pulse ordering are very sensitive to two-exciton correlations [6, 7]. For excitonic resonances in semiconductors, we observe two-quantum coherences due to many-body effects in addition to those due to biexcitons, which were expected [8, 9]. By measuring the real part of the two-quantum coherences 1, as opposed to the magnitude as was done previously [9], we are able to resolve the different contributions and confirm that the dominant one is due to many-body interactions. The polarization of the excitation fields can be used to suppress the biexciton contribution, isolating the many-body effects. The results agree well with theory from the Mukamel group. These results have been submitted for publication.

2DFT spectroscopy can be implemented in a variety of geometries, which have varying success separating phase contributions from the signal and phase offsets associated with the pump beams or heterodyning interferometers. Obtaining this global phase allows extraction of the real and imaginary components of the 2DFT spectrum. The global phase is associated only with the third-order response function of the material, and is independent of the phase of the excitation pulses or the phase of any additional heterodyning pulses. The importance of this has been demonstrated with respect to finding absorptive lineshapes of vibrational correlations in molecules and in the many-body interactions of semiconductor excitons.

For non-collinear phase-matching 2DFT experiments, correctly “phasing” the spectra has been achieved by matching the complex TFWM spectrum to the spectrally resolved transient absorption (SRTA), recorded in an auxiliary yet in situ measurement. The method requires using the two-beam, pump-probe geometry to mimic the exact excitation condition used in the 2DFT measurement, a criterion that is especially strict for semiconductor spectroscopy. However, mimicking these conditions exactly can be tricky since the geometry is different. Moreover, at low excitation densities matching the weak SRTA and complex TFWM spectra can lead to significant errors. Furthermore, SRTA cannot be measured to phase certain cases of 2DFT spectra; namely, cross-polarization and some virtual-echo techniques.

We developed a method for acquisition of the global phase for non-collinear 2DFT experiments without relying...
on a SRTA measurement [J]. Instead, an all-optical measurement is demonstrated, which is based on using spatial interference patterns at the sample position combined with SI measurements. These demonstrations are performed on 2DFT spectra of semiconductor excitons in multiple quantum wells (MQWs). First, the samples are excited by suitably strong, co-linear polarized pump beams, where the SRTA measurement can provide good comparison to the all-optical scheme proposed. Secondly, a cross-linear polarized excitation case is presented where no such comparison is possible.

Phase cycling has been used in multidimensional NMR and collinear optical 2DFT spectroscopy to extract signals and remove noise, interference effects or multiple-quantum contributions. It is therefore useful for non-collinear experiments that suffer from a low signal-to-noise ratio. Some situations may be dominated by noise source such as pump scatter, which emanates from the same location as the TFWM signal. In 2DFT spectra, pump scatter is observed along the diagonal of the single-quantum spectra, because the pump is only self-coherent, i.e. only correlated when $\omega_t = \omega_T$. This is not an issue for two-quantum spectra, because the Fourier transform yields a different spectral range, without pump scatter. In the single-quantum 2DFT spectra, cycling the phase of the excitation pulses during a 2DFT scan suppresses the noise along the diagonal.

In NMR spectroscopy phase alternative pulse sequences (PAPS) are used, where the relative phase of the two RF pulses switches between in phase and out of phase every time step in a scan. Incorrectly phased artifacts in the detected signal then cancel when the Fourier transform is performed, leaving only the signal in the two-dimensional spectrum. The optical analogy of PAPS employed here records and averages two spectral interferograms that have nearly identical time delay and a controlled phase shift between two pairs of beams, thus allowing the incorrectly phased noise to cancel when averaged. An example is for an adjustment of the second time period $T$, such that the phase that is cycles is proportional to $\phi_T = n \pi + \omega_T T$, where the first term is toggled between $0\pi$ and $1\pi$ for every time step along axis $\tau$. Our implementation of this algorithm strongly suppresses diagonal streaks in the 2DFT spectra. More complex phase cycling schemes can be used to remove the scatter from all pump pulses.

**Future Plans:** We are currently using the phase cycling technique to obtained improved 2DFT spectra from quantum dots formed in thin quantum wells due to fluctuations in the interfaces. Last year, we showed 2D spectra from this sample, however the neither the instrument resolution nor signal-to-noise ratio were sufficient to extract significant physics from these spectra. We have improved the resolution by inserting a relay lens to better match the CCD camera to the spectrograph. The signal-to-noise issue has been solved by using phase-cycling.

Our preliminary data show no signs of coherent coupling between the quantum dots. The homogeneous linewidth can be determined from the spectra. By varying the temperature, we can determine the role of phonon scattering in the homogeneous linewidth. Varying the excitation power will reveal the contribution from carrier-carrier scattering. We also expect to be able to see relaxation between the quantum dots by varying the delay $T$. Relaxation between dots could occur to phonon-assisted tunneling or activation out of the dot at higher temperatures.

**Publication during the last 3 years from this project:**
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We have constructed a methodology with which we can present a detailed description of the thermalization of initially energetic atoms traversing a cold atomic gas. The methodology also applies to the opposite case in which the atoms are initially cold and the bath gas is warm. In response to an inquiry from Claudio Cesar and Paolo Crivelli we have applied it to simulate an experiment they are designing that involves cold hydrogen atoms evolving in a warm neon gas. We calculated the H-Ne interaction potential taking care to achieve an accuracy sufficient to reproduce the van der Waals force at large internuclear distances. Our earlier studies had demonstrated that thermalization occurs through a sequence of scatterings at small angles that are controlled by the long range interactions. We then calculated the differential collision cross section which determines the kernel of the linear Boltzmann equation. The Boltzmann equation was solved by numerical integration for a range of initial conditions. The results supported the proposed experiment. We are continuing to explore the thermalization process including the case in which inelastic energy loss can occur and in which chemical reactions can occur. Experimental data on the evolving velocity distribution of energetic metastable oxygen atoms in molecular nitrogen are available.

There is a growing interest in examining ultracold systems involving positive ions and an experiment has been reported by Grier et al. who employed a dual ion-atom trap to measure charge transfer in collisions at ultralow energies of ytterbium ions Yb⁺ with neutral ytterbium atoms Yb of a different isotopic composition. Because of the different isotope shifts of the ions and the atoms there is a small energy difference. It has large consequences at ultralow energies, including the failure of the Born-Oppenheimer approximation to distinguish between the isotopes so that the Born-Oppenheimer potential curves and wave functions do not separate to the correct limits. We believe we have solved the problem with a procedure that is a simple practical extension of the theory. Other methods have been suggested but seem difficult to apply for other than HD⁺. We have carried out calculations for the two isotopes of Li⁺ in Li for which the isotope shifts are known. Calculations for Ytterbium are in progress. We have also investigated resonance charge transfer for which the ion and atom isotopes are identical. The scattering lengths are sensitive to the reduced masses of the isotopic pairs. We have found an interesting approximate relationship between the Langevin expression for charge transfer and the scattering lengths. We propose to examine its validity for other cases such as Strontium.

The calculation of the Born-Oppenheimer interaction potentials to sufficient accuracy is a demanding task, at large internuclear distances, especially as the charge transfer cross sections depend on the difference between scattering in the gerade and ungerade states and in conventional variational methods the cancellation is extreme. There is a more subtle problem in that it is easier to achieve high accuracy for one of the two participating states than the other which enhances the error in determining the difference. The problem is most severe at large distances where the difference is decreasing exponentially. Because the difference is small all it...
should be possible to use some kind of perturbation theory and calculate the difference directly. There is a formula, attributed to Holstein and Herring, that expresses the difference in terms of an integral over the median plane through the midpoint of the internuclear axis joining an ion to its neutral parent.

The integrand contains the polarized wave function of the electron that undergoes charge transfer. We have used an extension method in inverse powers of the internuclear distance $R$ to evaluate the polarized wave functions for $\text{Li}_2^+$, $\text{Na}_2^+$, $\text{Rb}_2^+$ and $\text{Cs}_2^+$.

Rydberg atoms are sensitive probes of their environment and to exploit their potential reliable estimates of their interaction strengths are needed. Accurate information is needed to understand experiments involving ultracold spin-polarized hydrogen in Bose-Einstein Condensates and phenomena like photoassociation and ultracold plasmas. Quantitative calculations are important also as a means of identifying the molecular states which can be challenging if these states are found as a product of diagonalization methods. Surprisingly little is known about the details though important discoveries have been made by extensions of Fermi’s original analysis. For hydrogen atoms the long range interactions have been obtained for ground state atoms interacting with excited Rydberg atoms with principal quantum up to $n=3$. We have now extended the principal quantum number to $n=10$. A special perturbation theory was needed and the resulting potential curves are extremely complicated. However as a function of $n$ there are simplifying features.

Spin-polarized atoms and molecules are valuable in many areas of physics. However they are ordinarily created in a buffer gas in which collisions can lead to spin depolarization and to frequency shifts. The fundamental microscopic processes that give rise to spin depolarization are spin exchange and spin relaxation. Spin exchange transfers spin polarization from one atom to another and spin relaxation results in a loss of polarization due to the interaction of the electron spin with the orbital angular momentum of the collision complex. We are attempting to develop a comprehensive understanding of these processes and to predict their rates for the alkali metal atoms in a gas of $^3\text{He}$. Spin exchange in binary collisions occurs through the Fermi contact hyperfine interaction of the valence electron of the alkali metal with the nuclear spin of $^3\text{He}$. The strength of the interaction is proportional to the electron spin density of the atom-$\text{He}$ complex at the helium nucleus. Compared to the free metal atom, the electron density is enhanced by the exchange interaction of the valence electron with the $^3\text{He}$ core. An atomic model has been constructed based on this physical picture. The interaction may be calculated directly using quantum chemistry methods and this we have done for $\text{Li}$-$\text{He}$ which has only five electrons. Special care was needed to obtain reliable values of the spin density close to the nucleus. For the heavier atoms we adopted the atomic model. To estimate the enhancement factors for them we calculated the frequency shifts and matched them to experiment. The frequency shifts depend on the interaction potentials. These were available for Na and K but not Rb. For Rb we carried out ab initio calculations. The empirical enhancement factors obtained are respectively 2.0, 1.85 and 1.83 for Na, K and Rb. For Li we calculated an averaged value of 2.5. The calculated temperature dependence of the spin exchange rates is steeper than the measured rates for Na, K and Rb, a difference that is surely due to the use of the atomic model, as suggested by the results for Li.

The hyperfine constant of the alkali-metal atom is affected by the approach of the helium atom causing pressure-dependent frequency shifts of hyperfine levels. They have been observed in experiments with vapour cells. Happer and his collaborators have used perturbation theory to
estimate the variation with internuclear distance of the hyperfine interaction strength and we followed their approach. The case of Li-He is simple enough that for it we were able to carry through a direct quantum mechanical calculation which confirmed the accuracy of the perturbation method. The hyperfine pressure shift is large and negative at small nuclear separations but because of the repulsive nature of the interatomic potential the small R region makes little contribution to the overall pressure shift. For similar reasons the pressure shifts for the heavier alkali metal atoms are small despite the greater magnitude of the interaction strengths. Collisions at ultracold temperatures are of special interest for applications in magnetic trapping and evaporative cooling. We have computed the spin-exchange rate coefficients as a function of energy in a magnetic field of 1 G. Small variations in the form of the Fermi contact interaction can lead to large changes in the spin-exchange cross sections. The ratios of the rate constants for diffusion and inelastic scattering are very large. Our calculations ignore the anisotropic component of the hyperfine interaction and these ratios may change when we include it but we expect them to remain large.

Spin relaxation for which there is no change in the nuclear spin state of $^3$He is driven by a spin-rotation coupling and a change of magnetic quantum number of plus or minus 1 can result in a collision with He. We used a model introduced by Walker, Thywissen and Happer and applied it to K atoms. The rate coefficient is negligible at low temperatures but increases rapidly above 10K to values of order 10(-17)cm^3s^-1 at 600K in a magnetic field of 2 Tesla. A more accurate calculation of the coupling constant is desirable. It can be carried out though it involves the evaluation of the spin-orbit in interaction and non-adiabatic coupling to electronically excited molecular states.

We are interested in controlling the behavior of dipolar molecules that have both electric and magnetic dipoles in the presence of electric and magnetic fields. We have carried out elaborate calculations of the scattering of OH molecules. OH is an important constituent in astrophysical and atmospheric environments. More generally doublet pi molecules may provide tests of physics beyond the standard model. The quantum mechanical formalism for collisions of doublet pi molecules in the absence of external fields has been worked out by Alexander and we have extended it to examine the influence of fields on the structure and on collisions with helium. We find that electric fields of less than 15 kV/cm greatly enhance the probability for Stark relaxation. The total cross sections are dominated by elastic scattering and increase smoothly with decreasing energy. They give limited evidence of rapid variations near excitation thresholds and disagree with recent experiments. Further analysis is warranted.
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Production and trapping of ultracold polar molecules

D. DeMille

Physics Department, Yale University, P.O. Box 208120, New Haven, CT 06520
e-mail: david.demille@yale.edu

Program scope: The goal of our project is to produce and trap polar molecules in the ultracold regime. Once achieved, a variety of novel physical effects associated with the low temperatures and/or the polar nature of the molecules should be observable. We will build on recent results from our group, in which we form and trap ultracold RbCs. We plan to transfer the vibrationally excited molecules currently trapped into their absolute internal ground state and then study the resulting sample of polar molecules. We will investigate a variety of techniques for creating, manipulating and probing this sample, including methods for “distilling” a pure ground-state sample, imaging detection, continuous accumulation of ground state-molecules, etc. Once in place, we will study chemical reactions at ultracold temperatures.

Our group has pioneered techniques to produce and state-selectively detect ultracold heteronuclear molecules. These methods yielded RbCs molecules at translational temperatures \( T < 100 \mu\text{K} \), in any of several desired rovibronic states—including the absolute ground state, where RbCs has a substantial electric dipole moment. Our method for producing ultracold, ground state RbCs consists of several steps. In the first step, laser-cooled and trapped Rb and Cs atoms are bound together into an electronically excited state, via the process known as photoassociation (PA).\(^1\) These states decay rapidly into a few, weakly bound vibrational levels in the ground electronic state manifold.\(^2\) By proper choice of the PA resonance, we form metastable molecules exclusively in the \( \alpha^3\Sigma^+ \) level. We also demonstrated the ability to transfer population from these high vibrational levels into the lowest vibronic states \( X^1\Sigma^+(v=0,1) \) of RbCs \(^3\) using a laser “pump-dump” scheme. Two sequential laser pulses drove population first “upward” into an electronically excited level, then “downward” into the vibronic ground state. In these initial experiments, the vibronic ground-state molecules were spread over a small number (2-4) of the lowest rotational levels, determined by the finite spectral resolution of the pump/dump lasers. We state-selectively detect ground-state molecules with a two-step, resonantly-enhanced multiphoton ionization process (1+1 REMPI) followed by time-of-flight mass spectroscopy.\(^4\)

In more recent work, we have incorporated a CO \(_2\)-laser based 1D optical lattice into our experiments. This makes it possible to trap and accumulate vibrationally-excited RbCs molecules as they are formed. (Previously, the molecules were not subject to the magneto-optic trapping forces that held the atoms.) In this optical trap, we have demonstrated the ability to hold the precursor Rb and Cs atoms with long lifetimes (\( \gtrsim 5 \) s). We also have the ability to selectively remove either atomic species by resonant pulse beams. We measure molecule number in individual states, using the same methods as earlier. We used these capabilities to measure inelastic (trap loss) cross-sections for individual RbCs vibrational levels on both Rb and Cs atoms in the ultracold regime.\(^5\) We also developed a simple theoretical model for these collisions which matches our data reasonably well. We hope to observe molecule-molecule collisions in the near future, once molecular densities are fully optimized.

We are now preparing to transfer this sample of trapped molecules to their absolute internal ground state. In this \( X(v=0, J=0) \) state the molecules should be immune to all (two-body)
inelastic collisional loss processes, and should also possess a sizeable dipole moment (~1.3 D). To accomplish this, we plan to use an improved version of the method we demonstrated earlier for producing (untrapped) ground-state molecules. A pair of lasers, tuned to the same transitions as used before, will again be used for the transfer. However, here we plan to use a coherent (STIRAP, STimulated Raman Adiabatic Passage) process rather than the incoherent, stepwise method as before. Use of STIRAP is made possible by the small size of our sample and the resulting high Rabi frequencies attainable by tight focusing of single-mode diode lasers. We estimate transfer efficiencies of ~80% should be possible even with “standard” lasers (~0.5 MHz linewidth).

We have carefully considered limitations on STIRAP due to details of the molecular levels due to e.g. hyperfine and rotational structure. We find that high efficiency of ground-state molecule production almost certainly requires full control of all degrees of freedom, including nuclear spins. This analysis was deepened and informed by our recent experiments studying the level structure of deeply-bound Cs$_2$ ground-state molecules. To address this issue, we no longer optically pump our trapped atom to spin-stretched states, and plan to use appropriate laser polarizations and transitions to remain in a stretched state throughout the PA and STIRAP processes. Identification of the correct transitions requires knowledge of the hyperfine structure in each electronic level of the process, and we will use the first STIRAP laser to measure this structure in sufficient detail. A similar technique has now been demonstrated for producing ultracold trapped KRb molecules by the JILA group, validating our basic approach.

Once we have demonstrated the STIRAP transfer to the ground state, we plan to develop a variety of techniques for manipulating and studying this sample. Among the first questions will be the collisional stability of the ground-state molecules. Of particular concern in our approach is loss due to collisions with residual, vibrationally excited molecules. We plan to selectively re-introduce Cs atoms to the trap to address this problem: based on our measurements of “maximal” (i.e., unitarity-limited) inelastic cross-sections for the vibrationally excited molecules, it appears viable to use a high-density Cs cloud as a “scrubber” to eliminate the troublesome species. We note that RbCs + Cs collisions (with both species in their absolute lowest hyperfine sublevel) have no two-body inelastic channel energetically available, so that Cs should not be able to cause loss of the desired ground-state molecules. We also plan to study inelastic loss of RbCs in excited hyperfine sublevels due to collisions with Rb, to see if the surprising large loss rates observed by the JILA group in KRb + Rb collisions of this type are also present here.

Compared to the recent KRb work at JILA, a novel feature of our current system is the REMPI detection system, which should make it possible to state-selectively detect the products of ultracold chemical reactions in our sample. Based on the recent results from JILA, we anticipate that RbCs + Rb samples will rapidly react to form Cs + Rb$_2$, and we plan to map out the resulting internal state distribution of the outgoing products. In addition, in pure samples of ground state RbCs, chemical reactions are energetically forbidden; however, the reaction barrier can be overcome by vibrationally exciting the molecules with another STIRAP step.

We also plan to develop methods for imaging detection of the ground-state RbCs molecules. This is far more difficult than for atoms, because of the lack of cycling optical transitions. However, the experience of the community studying quantum-degenerate atomic gases makes it plain that imaging detection is a tool so powerful it must be maintained. Here we plan to build on our experience with REMPI detection, and replace our simple channeltron detector with an imaging ion detection setup (microchannel plate + phosphor screen + fiber optic image conduit + CCD camera). Once this method is established, we can effectively study the variety of
interesting two-body and many-body physics associated with polar molecules. These include phenomena such as ultra-long range “field-linked” states of polar molecules in an external electric field, \(^{11}\) extraordinarily large \((\sim 10^8 \AA^2)\) elastic collision rates with nontrivial dependence on the strength of a polarizing electric field and the attendant possibility of evaporative cooling, \(^{12,13} \) many-body states such as liquid-crystal-like chains \(^{14} \) or dipolar crystals; \(^{15} \) etc.
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ATTOSECOND AND ULTRA-FAST X-RAY SCIENCE
Louis F. DiMauro
Department of Physics
The Ohio State University
Columbus, OH 43210
dimauro@mps.ohio-state.edu
co-PI: Pierre Agostini (OSU Physics)

1.1 PROJECT SCOPE
This document describes the BES funded project (grant #: DE-FG02-04ER15614) entitled “Attosecond & Ultra-Fast X-ray Science” at The Ohio State University (OSU). Over the past few years, we have developed the tools, skills and metrology necessary to conduct the proposed attosecond experiments. Progress over the past year includes (1) measurement of the wavelength dependence of the attochirp, (2) construction and commissioning of an attosecond beamline/end-station for RABBITT phase measurements for attosecond science and (3) design and commissioning of a 2π magnetic bottle electron spectrometer for use at OSU and the AMOS end-station at the LCLS XFEL at SLAC.

The original proposal outlines an experimental program designed to study high harmonic generation in gases and attosecond synthesis using long wavelength laser sources. The objective is to explore the scaling of the intense laser-atom interaction and provide a potential path towards the production of light pulses with both the time-scale and the length-scale each approaching atomic dimension. In other words, the formation of kilovolt x-rays bursts with attosecond (10^-18 s) duration.

Over the past year we have performed both experimental and theoretical studies that verify the efficacy of this approach. The near future will see the applications of these advances for investigating electron dynamics.

1.2 PROGRESS IN FY09
Spectrally resolved high harmonic radiation generated by driving wavelengths of 0.8 μm, 1.3 μm and 2 μm. The high harmonics from various inert gases were explored using different fundamental wavelengths. The 2 μm observations were particularly important since the unique scaling strategy discussed in the proposal exploits the behavior of an atom in long wavelength (λ > 1 μm) fields. For example, our 2 μm measurements establish that high harmonic generation in argon extends to a photon energy of 220 eV, validating the scaled physics. The findings of these studies are summarized in Fig. 1 and have been published in Nature Physics in 2008.

Measurement of the wavelength dependence of the attochirp. The above study established that long fundamental fields can generate a higher photon energy cutoff in the spectrum. However, the critical information needed for complete description of an attosecond pulse is the phase of the different spectral components. In absence of complete characterization, the minimal information set is the relative phase between the adjacent harmonic orders. Various methods based on two-color photoionization have been developed for spectral phase measurements.
In order to gain some initial insight into the spectral phase of the high harmonic spectrum we adopted an all-optical method introduced by Dudovich et al. [1]. In this measurement, harmonics are generated using a two-color field composed of an intense fundamental field (ω) and a weak 2ω field. The 2ω field is derived using 2nd harmonic generation in a standard nonlinear crystal and sufficiently weak not to cause HHG alone. The two colors have a defined phase relationship that is controlled by introducing a differential optical path length. The spectrum is composed of intense odd-order (H39-H61) harmonics and weaker even-orders (H40-H62). The phase information is obtained by analyzing the relative phase shift in the oscillating amplitude between successive even harmonics orders.

Figure 1: A compilation of experimental results achieved over the last two years that unequivocally establish the impact that longer wavelength fundamental fields have on the production of both high-energy (a) electrons, (b) photons and (c) the production of attosecond pulses. Both plots (a) and (b) verify the $\lambda^2$-scaling prediction of the quasi-classical model for increasing the electron and photon energy. Furthermore, measurements show that although the harmonic production efficiency for a single atom decreases with longer wavelength, favorable phase-matching conditions are achievable. Plot (c) shows the scaling of the attochirp derived from our spectral phase measurements. The solid line is the $\lambda^{-1}$ decrease in the attochirp predicted by both quasi-classical and quantum analysis, in agreement with our measurement.

We have used this method to measure the spectral phase of the high harmonic comb at three different fundamental wavelengths (0.8 μm, 1.3 μm and 2 μm) and on two different inert gas atoms (argon and xenon). This is the first experimental measurement of the attochirp as a function of fundamental wavelength. This work has been published in Physical review Letters in 2009.

Figure 2 shows that result of our analysis of the attochirp for argon atoms at 0.8 μm and 2 μm. The comparison is performed at constant intensity. Figure 2(a) shows the interpolated recombination time (phase) derived from the all-optical measurement plotted as a function of frequency (harmonic order). The figure is essentially a dispersion plot, and for the two wavelengths shown the dispersion is positive. The attribute to note is that the slope is smaller for the 2 μm fundamental field than 0.8 μm field, e.g. less dispersion. This was the critical feature predicted by us and now has been experimentally verified: longer wavelengths fundamental fields produce inherently shorter attosecond bursts. Figures 2(b) and (c) are the attosecond pulses reconstructed from the measured phase and amplitude. The results verify the reduction in pulse duration at 2 μm compared to 0.8 μm. Note, the all-optical measurement retrieves the phase in the generation gas source and thus any external dispersion management cannot be measured but the figure does show (red line) the ultimate duration expected with metal filter compensation. A more precise measurement will be performed with the RABBITT method, described in the next section.

The results of these measurements are compiled in the Fig. 1(c). The plot shows the measured attochirp as a function of fundamental field wavelength and the $\lambda^{-1}$-scaling predicted by the quasi-classical model. The salient point is that longer wavelength fundamental fields produce inherently shorter attosecond bursts, as well as higher photon energy.
OSU attosecond beamline/end-station for RABBITT measurements. The RABBITT method [2], developed by Agostini and collaborators, is a more direct and reliable measurement of the spectral phase. This method was used to measure the first attosecond pulses. The method is a two-color, pump-probe interferometric technique based on photoionization. The spectral phase is directly extracted from the experiment.

The OSU attosecond beamline/end-station is capable of conducting RABBITT measurements, among other. The apparatus is now complete and preliminary harmonic investigations are underway. The apparatus consists of three vacuum chambers (left to right in Fig. 3): harmonic generation source, XUV focusing and electron spectrometer. The optical system is contained within the vacuum chambers and has automated opto-mechanical interferometric stability with attosecond precision.

In the harmonic source chamber, high harmonics are generated in by a high density gas jet interacting with an intense ($10^{14}$ W/cm$^2$) laser pulse. The size of the harmonic source chamber is sufficient to support a variety of optical geometries and different wavelength (0.8-2 μm) operation. A RABBITT probe beam is derived by splitting a small fraction (~5 %) of the fundamental beam.

The differential pumped XUV focusing chamber allows spectral and spatial filtering and contains a toroidal mirror for focusing the harmonic beam and a spherical mirror for focusing the RABBITT probe beam. Both the focused harmonic and probe beams spatially overlap in the UHV 2π-electron spectrometer chamber. The electron spectrometer is a 2π-magnetic bottle design with a 1.1 meter flight tube. This design provides efficient electron collection (2 π-angular acceptance) and excellent energy resolution (2-3 %) over a large energy range for the RABBITT measurement. A suitable inert gas atom is leaked into the electron spectrometer for the RABBITT measurement and the attosecond pump-probe delay is introduced by a delay line located in the harmonic source chamber. The electron spectrometer was designed and constructed by a graduate student (Chris Roedig) and has been tested. This spectrometer is the prototype for a similar instrument constructed at OSU for the initial experiments at the LCLS XFEL in collaboration with Dr. John Bozek (SLAC). The LCLS spectrometer is scheduled for delivery to SLAC at the end of July 2009.
1.3 PROPOSED STUDIES IN FY10

The following is a brief description of experimental plans in FY10:

1. Finish characterization of the OSU attosecond beamline/end-station apparatus.
2. Begin RABBITT measurements on argon using 0.8 μm, 1.3 μm and 2 μm fundamental fields.
3. Begin FROG measurements using the Keldysh scaled systems and compare to current theoretical models of strong-field harmonic generation.
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1.1 PROJECT SCOPE

Understanding chemistry at its most fundamental level requires the ability to visualize the electrons that form chemical bonds and ultimately the capability to control the creation and destruction of these bonds. Femtochemistry provided the way to “clock” the nuclear dynamics of reactant molecules on the 10-100's femtosecond (10^{-15} s) time-scale. However, chemical mechanisms involve the movement of electrons around the (nuclear) structure of the molecule. Once the electrons move the nuclei adjust along the resulting potential energy surface causing the chemical reaction to occur. Experimentally clocking and imaging this initial electron “movement” is unfulfilled and has been identified as one of the five grand challenges for advancing the future of energy research by a DOE/BES report. This project directly addresses this challenge by “watching” and “clocking” the electron motion during a chemical bond breaking. The program exploits the strong-field scaling at long wavelength for (1) the realization of attosecond (10^{-18} s) bursts of XUV light (the electronic “clock”) and (2) the tomographic imaging of the molecular wave function (the detector to “watch”). The approach builds on the pioneering work of the NRC group in Canada that utilizes the sub-cycle process responsible for the production of attosecond pulses itself, for producing a “static” image of the HOMO for aligned N\textsubscript{2} molecules. Given the inherent ultra-fast time scale of the process the method could, in principle, record the orbital’s evolution during the creation or destruction of a chemical bond.

1.2 PROGRESS IN FY09

The wavelength scaling of strong field interactions. In connection with our DOE-funded project on attosecond generation (DE-FG02-04ER15614), we have verified the efficacy of \( \lambda^2 \)-scaling for increasing the cutoff energy for electrons and harmonics \([1]\) and the \( \lambda^{-1} \)-scaling decrease in the attochirp \([2]\). These studies enabled the development of the tools needed to address the aims of this proposal and established the impact that longer wavelength fundamental fields on the production of both high-energy (a) electrons, (b) photons and (c) the formation of shorter attosecond pulses.

Test of the Keldysh picture using low binding energy systems. Investigations using cesium atoms as a weakly bound system prototype for future imaging studies on NO excited states have been conducted to examine whether tunnel ionization can be realized using long wavelength fields. Our experiments are studying both the photionic electron energy (PES) and harmonic spectral distributions resulting from the interaction of Cs with intense 100 fs, 3.6 \( \mu \text{m} \) pulses. The results are consistent with non-perturbative tunnel ionization and the Keldysh picture of scaled dynamics.

High harmonics generated from aligned molecules. In our experiment, 30-50 fs light pulses from a 1-3 kilohertz repetition rate laser system interacts with a \( cw \)-gas jet expansion of N\textsubscript{2}. The experiment is performed using two temporally delayed linearly polarized pulses: (1) a weak (<10^{13} W/cm\textsuperscript{2}), 0.8 \( \mu \text{m} \) pump pulse impulsively aligns the molecule and (2) a delayed intense laser probe pulse drives ionization and harmonic generation. The relative delay, intensity and polarization of both pulses can be independently varied. The lower inset in Fig. 1(a) and (b) shows the first half-revival of the \( \text{N}_2 \) rotational wave packet near 4-5 ps after the pump pulse. The ordinate is the ratio of the integrated harmonic yield for aligned versus unaligned signal for parallel polarized pump and probe pulses. The alignment plot
shows the usual characteristics, an increase around 4.1 ps corresponding to harmonic generation from N\textsubscript{2} that are strongly aligned along the probe’s polarization axis while the minimum at 4.5 ps corresponds to the N\textsubscript{2} molecules being anti-aligned. The 0.8 \mu m probe experiments presented in Fig. 1(a) have conditions and results similar to those reported by Itatani \textit{et al.} [3]. In this case, the shortest deBroglie wavelength is 1.5 Å (3 \textit{a.u.}) determined by the 70 eV cutoff energy (maximum order 45\textsuperscript{th}-order). Fig. 1(b) shows the similar experiment except using a ~170 TW/cm\textsuperscript{2}, 1.3 \mu m probe pulse for generating the harmonics while the wavelength of the aligning pump pulse is maintained at 0.8 \mu m. A typical high harmonic spectrum is shown in the upper inset in Fig. 1(b); the 75 eV cutoff energy is instrumental. The actual measured harmonic cutoff is 100 eV. Under these conditions the deBroglie wavelength is 1.05 Å corresponding to a 30% increase in resolution over the 0.8 \mu m experiment.

**The tomographic reconstruction of N\textsubscript{2} molecules.** The procedure for the tomographic reconstruction using the 0.8 \mu m and 1.3 \mu m high harmonic data shown in Fig. 1 is now functional and the initial results for the nitrogen HOMO are shown in Fig. 2(e) and (f).

Figure 1: High harmonic generation from aligned N\textsubscript{2} using (a) 0.8 \mu m and (b) 1.3 \mu m probe pulses. The bottom insets show the first rotational half revival plotted as the integrated harmonic signal as a function of delay from the 0.8 \mu m aligning pulse. The top insets show a typical odd-order harmonic comb for the two respective probe wavelengths. The solid lines depict the dependence of harmonic spectrum (integrated over a peak) on the molecular alignment as the relative polarization is varied in 5° steps.

The steps of the reconstruction procedure are similar to that of Ref. [3] i.e. a 2D inverse Fourier transform obtained from the 2D Fourier transform of the dipole moment obtained by successive 1D transforms and application of the Fourier slice theorem. For contrast, the orbital reconstructed by the NRC group [3] and those calculated by Le \textit{et al.} [4] are also shown. The latter is a pure theoretical study, the orbital is reconstructed from the harmonics distributions from aligned molecules calculated using the Lewenstein model. The calculated distributions at 0.8 \mu m and 1.2 \mu m thus mimic the “experimental” data for the reconstruction. The procedure involves, besides the Fourier manipulation, the measurement of a reference harmonic spectrum from a spherically symmetric system with a similar ionization potential, e.g. Ar and N\textsubscript{2}, and the knowledge of a spectral phase shift of the harmonics. An approximate value for the latter can be derived, as in Ref. [3], from the two-center model using an inter-nuclear distance of R = 1.1 Å for N\textsubscript{2}, or determined from a separate experiment using the all-optical or RABBITT methods proposed here. Using the value for the phase-shift reported in Ref. [3] the reconstruction shown in Fig. 2(e) for a 0.8 \mu m driver appears to have a structure similar to that obtained by Le \textit{et al.} [4] (Fig. 2[a]). Both lack spatial precision compared to the exact HOMO orbital (Fig. 2[c]). On the other hand, the reconstructed orbital (Fig. 2[d]) of Itatani \textit{et al.} [3] reproduces more accurately the \textit{ab-initio} orbital. It should be noted additionally that the shortest deBroglie wavelength at 0.8 \mu m is 1.5 Å while the features in Fig. 3(d) seem more resolved. Clearly, this raises issues concerning the uniqueness of the orbital reconstruction that our
program strives to address. Among these issues are the question of the harmonic polarization, and that of the experimental determination of the actual harmonic spectral phase. In our experiments the harmonic polarization was not measured.

Figure 2: A comparison of the $\text{N}_2$ HOMO reconstruction for different fundamental wavelengths from different groups. Reconstructions are produced at (e) 0.8 $\mu$m and (f) 1.3 $\mu$m using the harmonic data reported in this proposal while plot (d) is the original work of Itatani et al. [3] at 0.8 $\mu$m. Plots (a) and (b) are from the theoretical analysis of Le et al. [4] at 0.8$\mu$m and 1.2 $\mu$m, respectively and (c) is the ab-initio calculation. Note, that the scale in (a) is Angstrom while the others are in atomic units.

**Attosecond beamline/end station.** The general design philosophy is to maintain interferometric stability in the pump-probe geometry for RABBITT measurements and transmission into the soft x-ray (0.5 keV) regime. The RABBITT method is a direct and reliable method for measuring the spectral phase required for the tomography. A brief description of this apparatus can be found in this book under the abstract entitled “Attosecond and Ultra-Fast X-ray Science”.

**Harmonics from liquid phase systems.** It is obviously interesting to know if ultra-fast strong field techniques could be applied to condensed phases, where the vast majority of chemical processes occur. We have initiated exploratory investigations using long wavelength fundamental fields for evaluating the feasibility for strong-field processes, e.g. high harmonic generation, as a condensed phase probe. In the experiment, a wire guided fluid jet is used to create thin (100 $\mu$m) flowing sample. A 100 fs, 3.7 $\mu$m fundamental pulse with a maximum intensity (in vacuum) of $\sim 10^{14}$ W/cm$^2$ is focused into the fluid sheet. The radiation emitted along the forward direction is analyzed in an optical spectrometer equipped with an intensified CCD. Under these conditions, odd-order harmonic combs are observed extending to the 13th-order. The spectral behavior at these long wavelengths is very different than all previous reports at near-visible wavelengths. The initial emphasis has been on contrasting the harmonics from both water and heavy water and their behavior as a function of wavelength and intensity. The results of these studies have been submitted for publication in Optics Express.

### 1.3 Proposed Studies in FY10

We are planning a specific series of experiments designed to advance our methods towards more chemically relevant systems and to understand the accuracy for orbital reconstruction from both an experimentally and theoretically perspective. The studies proposed in the renewal include:
• Improve the experimental precision for tomography by developing a better supersonic nozzle source.
• Measure the molecular harmonic phases using the RABBITT technique.
• Extend the imaging experiments to 2 μm fundamental fields.
• Begin studies on other molecular candidates:
  o CO₂ is an excellent triatomic candidate and will test the validity of the two center model.
  o NO molecule is an open-shell species with a permanent dipole moment.
• Extend the tomographic procedure to excited states, e.g. NO.
• Imaging of a dissociative state of ICN to move one more step closer to the “final frontier” of monitoring the changing molecular orbitals that define a chemical bond, as it breaks.
• A systemic study of harmonic generated using intense 4 μm light for a series of condensed phase liquids including perproteo and perdeutero versions of water, hexane and isopropanol, as well as, in liquids like CCl₄.
• Investigating electron diffraction from unaligned molecules in the tunneling regime. In complement to the tomography method, the structure of the HOMO can be retrieved from the diffraction of the returning electron wave packet.
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Program Scope:

The nature of the interactions between high intensity, ultrafast, near infrared laser pulses and atomic clusters of a few hundred to a few thousand atoms has come under study by a number of groups world wide. Such studies have found some rather unexpected results, including the striking finding that these interactions appear to be more energetic than interactions with either single atoms or solid density plasmas and that clusters explode with substantial energy when irradiated by an intense laser. Under this phase of BES funding we have extended investigation in this interesting avenue of high field interactions by undertaking a study of the interactions of intense extreme ultraviolet (XUV) pulses with atomic clusters. These experiments have been designed to look toward high intensity cluster interaction experiments on the Linac Coherent Light Source (LCLS) under development at SLAC. The goal of our program is to extend experiments on the explosion of clusters irradiated at 800 nm to the short wavelength regime (10 to 100 nm). The clusters studied range from a few hundred to a few hundred thousand atoms per cluster (i.e. diameters of 1-30 nm). Our studies with XUV light are designed to illuminate the mechanisms for intense pulse interactions in the regime of high intensity but low ponderomotive energy by measurement of electron and ion spectra. This regime of interaction is very different from interactions of intense IR pulses with clusters where the laser ponderomotive potential is significantly greater than the binding potential of electrons in the cluster. With our XUV studies we are studying cluster explosions the low ponderomotive potential, high intensity short wavelength conditions expected in the focus of the LCLS beam.

We have been conducting these studies by converting a high-energy (1 J) femtosecond laser to the short wavelength region through high order harmonic generation. These harmonics are focused into a cluster jet and the ion and electrons ejected are analyzed by time-of-flight methods. We have been studying van der Waals noble gas clusters and have begin studies of metallic clusters in the past year. This most recent experimental effort is being conducted with an eye toward understanding the consequences of irradiating metal clusters chosen such that the intense XUV pulse rests at a wavelength that coincides with the giant plasma resonance of the cluster.

Progress During the Past Year

During the second year of this project, we concluded a campaign of experiments using our femtosecond laser-driven high harmonic source beamline constructed in the first year of funding. In this campaign we concentrated on studies of XUV driven explosions of Xe clusters as these are easy to produce and have been well studied by our group and others when irradiated by intense IR pulses. During this most recent third
year we moved to studies of other clusters of lower Z, including Ar. We observe some significant differences in the characteristics of XUV explosions between Xe and Ar.

We produce intense XUV pulses through the process of high order harmonic generation (HHG). An illustration of the beam line is shown in figure 1. Production of harmonic radiation is accomplished by loosely focusing with a MgF 1/60 lens the compressed output of the 20 TW, 40 fs THOR Ti:sapphire laser into a jet of argon at 200 psi. We separated the harmonics from the IR by imaging an annular beam mask in the infrared beam before the focusing lens onto an aperture after the focus, taking advantage of the fact that the XUV harmonics have substantially less divergence than the infrared beam. This allows the removal of most of the infrared radiation. To reject scattered infrared light and to pass high harmonics with the energies between 15 eV and 73 eV an additional a 200 nm thin Al filter was used. To select a single XUV harmonic we then employed a specially designed Sc/Si short focal length multilayer mirror optimized for the 21st harmonic at 32.5 eV (38.1 nm) at close to normal incidence. The harmonic focus was characterized by a scanning knife edge measurement and an AXUV-10 diode (IRD Inc.). These data showed that we were able to produce an 8µm spot with the 38 nm pulse, yielding a focal intensity of $\sim 10^{11} \text{W/cm}^2$ assuming an XUV pulse duration of 20 fs. These harmonics were then focused into the plume of a second, low density cluster jet. This cluster interaction region was located in a separated vacuum chamber. A Wiley McLaren time-of-flight (TOF) spectrometer was used to extract positive ions after photo ionization of the Xe clusters.

![Figure 1: Schematic and specs of the HHG cluster beamline on the THOR 20 TW laser](image)

Our initial experiments in Xe clusters (reported in our 2008 report) showed evidence for production of Xe charge states up to Xe$^{8+}$ and ion energy spectra characteristic of the explosion of a moderate temperature plasma with electron temperature of $\sim 8$ eV. From these data we concluded that a Xe nanoplasma was formed in large (~10,000 atom) Xe clusters when irradiated by our 38 nm pulses, and that plasma continuum lowering created conditions in the nanoplasma that allowed single photon photoionization of Xe to at least 5+. We observed no evidence for a Coulomb explosion (which one might expect in a cluster which has been stripped of many of its electrons.)

We expected a similar behavior when we irradiated large Ar clusters. However, our recent data on Ar exhibits evidence for a combination of Coulomb explosion and hydrodynamic expansion. Figure 2
reproduces time-of-flight (TOF) data taken from the irradiation of Ar clusters by the 38 nm harmonic pulse. The average size of the Ar clusters in these data is 7000 atoms. We observe Ar charge states up to Ar$^{3+}$. These charge states are consistent with sequential single photon ionization of the Ar ions, potentially aided by continuum lowering in the cluster during ionization. Unlike Xe TOF spectra, which exhibit a series of broadened peaks at each ion charge species centered on the expected arrival time, the Ar TOF peaks exhibit a strong peak at an early time and a weaker wing at late time. This peak splitting is usually associated with fast ions ejected in the focal region toward and away from the detector.

This structure is best illustrated in figure 3 where the Ar$^+$ peak is expanded. Here it can be seen that the TOF peak has a low ion energy central feature centered on the expected arrival time of singly charged Ar bracketed by “wings” at early and late time. The late time wing is suppressed with respect to the early time peak, which we attribute to the fact that the acceptance of ions ejected away from the TOF detector is lower than those ejected toward the detector. The nature of this unique TOF structure is still under investigation, however we conjecture that the low ion energy feature results from the hydrodynamic expansion of a cold Ar nanoplasma and the high energy ion “wings” may result from the Coulomb explosion of ions near the surface of the Ar cluster. To explore this possibility we conducted Monte Carlo simulations of Ar clusters that were partially ionized by an XUV pulse so that an outer layer of ions are ejected by Coulomb explosion and the remainder explode hydrodynamically. The results of one such simulation are shown as a black curve in figure 2 and 3. This simulation shows qualitatively similar structure as that found in our data.

Figure 2: Time-of-flight spectrum of Ar clusters (with average size of 7000 atoms) irradiated by 38 nm pulses at intensity of $\sim 10^{12}$ W/cm$^2$. The blue curve is the observed data and the black curve is the result of a Monte Carlo simulation of the cluster explosions.

Figure 3: Time-of-flight spectrum of the Ar$^+$ peak from the data of figure 2. This illustrates the presence of a low energy ion peak in the center of the feature (attributed to an expanding Ar nanoplasma) surrounded by “wings” which represent higher energy ions ejected toward and away from the TOF detector (attributed to Coulomb explosion).

Figure 4: Electron energy spectrum from the irradiation of Ar clusters with our intense 38 nm pulses. We observe electrons characteristic of the photo-ionization of Ar by the 21st harmonic as well as a feature of low energy electrons that we attribute to electrons ejected by the Ar nanoplasma.
We have also investigated the electron spectra from the ionization of these Ar clusters at 38 nm. One such series of spectra from varying Ar cluster size (achieved by varying the gas jet backing pressure) is reproduced in figure 4. These spectra exhibit a clear photo-ionization peak from the 21st harmonic (bracketed by peaks from the 19th and 23rd harmonics which are partially passed by the bandwidth of our XUV multi-layer mirror.) In addition to this photo-ionization peak, we observe a cold electron feature with electrons of energy 1-5 eV. This cold feature may result from the formation of an Ar nanoplasma.

**Future Research Plans**

Our future plans will now shift to the study of mixed species clusters, such as methane. The explosions of clusters such as methane in intense XUV fields is of interest because these more closely approximate the organic based large molecular targets that will ultimately be studied at the LCLS. We have also begun study of solid material clusters irradiated at 38 nm. We have completed the fabrication of an add-on chamber that allows us to create metal clusters via the laser ablation of micro-particles technique [1]. We have started by investigating Ag clusters, which exhibit interesting absorption resonances at around 20-30 eV attributed to giant collective plasma resonance of both s and d electrons. To date, we have been troubleshooting the Ag cluster jet and are working to avoid particle aggregation. We intend to acquire Ag cluster data irradiated at 38 nm this fall.
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- those from previous one year are starred (*)


---
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1. Program Scope

Our research encompasses a unified approach to the trapping of both atoms and molecules. Our goal is to extend our work with CaH to NH and approach the ultracold regime. Our plan is to trap and cool NH molecules loaded directly from a molecular beam, and measure elastic and inelastic collisional cross sections. Cooling to the ultracold regime will be attempted. We note that as part of this work, we are continuing to develop an important trapping technique, buffer-gas loading. This method was invented in our lab and is able to cool large numbers of atoms and molecules.

2. Recent Progress

Milestones for this project include (x indicates complete):

- x–spectroscopic detection of ground-state NH molecules via LIF
- x–production of NH in a pulsed beam
- x–spectroscopic detection of ground-state NH molecules via absorption
- x–injection of NH beam into cryogenic buffer gas (including LIF and absorption detection)
- x–realization of 4 T deep trap run in vacuum
- x–injection of NH molecules into cryogenic trapping region
- x–loading of NH molecules into cryogenic buffer gas with 4 T deep trap
- x–trapping of NH
- x–measurement of spin-relaxation rate of NH with He
- x–removal of buffer gas after trapping of NH
- o–measurement of elastic and inelastic cross sections
- o–evaporative cooling
- o–measurement of ultracold cross sections
- o–study cold chemical reactions
- o–prepare metastable NH for field studies
- o–introduce new molecules into system for further studies

NH, like many of the diatomic hydrides, has several advantages for molecular trapping including large rotational constant and relatively simple energy level structure. Some of the several key questions before us when this project began were: Could we produce enough NH using a pulsed beam? Is it possible to introduce a large number of NH molecules into a buffer gas? Would the light collection efficiency be enough for us to adequately detect fluorescence from NH? Could we get absorption spectroscopy to work so that absolute number measurements could be performed? Could we achieve initial loading of NH into the magnetic trap? Will the spin relaxation rates with helium be low enough for us to remove the buffer gas? We have now answered these questions, all to the positive. In addition, we have added something very new to the technical arsenal, co-trapping of N with NH.

There are important questions left. For example, will the NH-NH or NH-N collision rates be adequate for evaporative cooling or sympathetic cooling into the ultracold regime? What will
be the nature of an ultracold dense sample of heteronuclear molecules. Specifically, what about the hydrides, with their large rotational constants? We have recently made progress answering these questions. These questions are still partially open and answering them are some of the stated long-term goals of this work.

Figure 1: Schematic of current molecule trapping apparatus. The NH molecules and N atoms travel into the trapping region from the molecular beam source, where they are thermalized with the buffer gas and trapped. Simultaneous detection of NH and N is done spectroscopically.

Figure 2: Plot of measured NH lifetime in our magnetic trap. This represents a factor of 20 increase in our trapped molecule lifetime over last years work.
Summary of Status of Project

The heart of the apparatus is a beam machine that we use to produce pulsed NH – alone or in combination with atomic N – in a beam (see figure 1). (Figure 3 shows a photo of the internals of the apparatus.) We have used two types of sources successfully, an “RF Plasma Source (CW)” and a “Glow Discharge Source (Pulsed)”. The plasma source is a commercial source used typically in MBE machines. The design of the pulsed source is based on the production of OH via DC discharge as executed by Nesbitt.

This beam is directed toward our trapping magnet, inside of which is a cryogenic buffer-gas cell. This cell can be cooled to as low as 500 mK by a He$^3$ refrigerator. An entrance orifice of a few mm in diameter to allow the beam of NH to enter the cell. In a new addition to our apparatus, at the opposite end is a much larger orifice that allows for a new cold pulsed beam of helium to enter. The idea is that the helium pulse arrives simultaneously with the NH/N pulse, thermalizes the N/NH (leading to trapping), and then quickly exits. Thus, buffer-gas cooling and trapping of the NH and/or N takes place.

The basic experimental procedure is as follows. The source beam is directed toward the trap for times from about 10-100 ms. This long pulse beam travels about 10 cm to the face of the cell where some portion enter through the orifice and into the cell. The NH and/or N are then cooled by the buffer gas to their ground state by the helium resident in the cell. In our latest experiments we have been using fluorescence and absorption spectroscopy to detect the NH in the trapping region and pulsed TALIF to detect atomic N. We have been able to observe trapped NH molecules and N for many seconds, see figure 2 for new long times for trapped NH. With such long trap lifetimes we are able to make measurements of key spin relaxation cross sections of NH and compare with theory. This was published as Magnetic Trapping and Zeeman Relaxation of NH, W.C. Campbell, E. Tsikata, H. Lu, L.D. van Buuren, and J.M. Doyle, Physical Review Letters, 98, 213001 (2007) and Mechanism of Collisional Spin Relaxation in $^3\Sigma$ Molecules, W.C. Campbell, T.V. Tscherbul, Hsin-I Lu, E. Tsikata, R.V. Krems, and J.M. Doyle, Physical Review Letters 102 013003 (2009).

3. Future Plans

We continue on our program of trapping of NH with N. The next step is to measure N-NH cross-sections. Using our new long lifetime of trapped NH, we have already taken preliminary data on N-NH spin relaxation collisional cross sections. This will naturally lead to attempting evaporative/sympathetic cooling. It is our hope to increase the number of trapped N atoms to make this regime even more accessible. We also may take an approach that incorporates a dilution refrigerator that can reach lower temperatures than our current He$^3$ fridge.
Figure 3:
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Scope: Electron Correlation under Strong Laser Fields

We are interested to understand how very intense laser light couples to multi-electron atoms and molecules. Theoretical study faces substantial challenges in this domain. These arise from the fully phase-coherent character as well as the short-time nature of femtosecond-scale laser pulses in the case that the Coulomb forces among electrons and the nucleus are nearly matched in strength by the laser’s electric field force. An important additional challenge arises when there is a need to account accurately for more than one dynamically active electron, as there is in situations of recent experimental activity.

During 2007-08, using very large ensembles of classical multi-electron trajectories, we built on earlier results [1, 2, 3, 4, 5, 6] from studies of two, three and four active atomic electrons in strong time-dependent and phase-coherent fields. We made, for example, what we believe are still the only direct comparisons [7] to experimental momentum distribution data obtained in multiphoton triple ionization [8], with good matches achieved.

Recent Progress #1: Elliptical Polarization Structures in Multiphoton Double Ionization

Many questions remain unsettled regarding strong-field multi-electron ionization, and one that is completely open concerns polarization. Almost all near-optical-frequency double ionization experiments have been carried out with linearly polarized light. The familiar three-step recollision picture suggests dramatically lower ion yield under elliptical or circular polarization, because the return trajectory is much less likely to encounter the atomic core, and this was quickly affirmed experimentally [9]. Double ionization was nevertheless soon reported even with circular or near-circular polarization in studies of atomic magnesium [10] and of several molecules [11].

The lack of cylindrical symmetry puts the case of high-field multiple ionization in elliptically polarized fields beyond the reach of essentially all quantum mechanical calculations. This includes solutions of the time dependent Schrödinger equation as well as applications of the so-called strong field approximation (SFA) [12, 13]. However, with two- and three-dimensional classical-trajectory ensembles, a different theoretical avenue is open. It is reasonably expected to be viable to the
extent that electron-laser physics competes strongly with electron-orbital physics in the strong-field domain. We have taken this approach and have derived predictions for double ionization momentum distributions for a full range of ellipticities. Our results significantly extend findings reported by Shvetsov-Shilovski, et al. [14].

With classical trajectories available, the past history of every successful ionization event can be known in all details. Such “back analysis” [15] provides great insight. In the case of double ionization under elliptical polarization a surprising and very clear distinction emerges [16] between non-sequential double ionization (NSDI) and sequential double ionization (SDI), as shown in the ion momentum distributions in Fig. 1. The distinct patterns in the polarization plane show that SDI and NSDI are separated cleanly by their different responses along the major and minor axes of polarization. The theoretical data was obtained at an intensity high enough to include both SDI and NSDI. We observed that in linear polarization about 10% of the single ionizations are converted to SDI events, and this appears consistent with 1d reports obtained from phase space analysis by the Uzer group [17].

More directly relevant to potential experimental work, we observed [18] the suggestion of structure in distributions of ion momentum along the polarization minor axis, as shown in Fig. 2. The peaks have been reproduced in subsequent calculations, and analytic expressions are now available that predict them [16]. Extensions are being actively pursued.

Recent Progress #2: Comparative Theoretical Overview

A second project is the completion of an overview of the domain of high field ionization physics, focusing on theoretical understanding of multi-electron processes. It is well known that there is
no orderly theory in the high field domain, in the sense that there is no well-defined procedure that provides increasingly better approximations, because there is no single small parameter serving as an analog to the fine structure constant. Instead, there are three or four theoretical approaches with differing heuristic bases in use. An invitation to provide a Colloquium style article for Rev. Mod. Phys. that would assess this situation has led to a cooperative effort with contributions so far from participants from Argonne, Berlin, Rochester and Wuhan [19]. The intention is to compare theoretical results to experimental findings with the goal of determining the ranges of validity and utility of the different approaches in current use.

**Future Plans**

The extension of the classical approach to 2d and 3d has opened the domain of elliptical polarization to study, and that topic will be pursued.

More speculative work will involve the degree of quantum state entanglement between electrons, i.e., non-local entanglement rather than the local entanglement of atomic orbitals. This raises important questions about issues of specifically quantum complexity under extreme conditions, and the dynamics of entanglement. A fraction of our effort going forward will be devoted to an examination of questions related to this, and connections have recently been established between work underway at the University of Sherbrooke [20] and our previously published work in cooperation with the Fedorov group in the General Physics Institute in Moscow [21].

We continue to value our cooperation on multi-electron strong-field effects with the group of Prof. S.L. Haan at Calvin College [22].
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Remarkable advances in atom interferometry and ion trapping afford detailed study of quantum interferences in systems with relatively few parameters that can be tracked from quantum towards mesoscopic limits. Although trapped-ion and atom interferometry have proven over the past decade to be powerful tools for establishing quantum control, the essential system entanglements have been achieved almost exclusively with scattered photons. There thus remains fundamental interest in demonstrating analogous levels of entanglement and control using scattered electrons and ions, however, the experiments remain difficult due to the intrinsically short deBroglie wavelengths involved. Nevertheless, relevant progress has been recently achieved in experiments by Th. Weber, R. Dörner, A. Belkacem, and coworkers at the LBNL ALS involving the photo double ionization of molecular hydrogen. In particular, two-center electron diffraction has been observed with which-path marking via entanglement with the ion pair. These and related experiments in this country and internationally involving atom and molecule fragmentation promote a new generation of reaction-imaging physics and strongly motivate our work here.

Two-Center Interferometry

For the past few years, we have been working to develop a robust, albeit approximate, framework for describing two-center interferometry readily adaptable to either photon or charged-particle scattering. We have thus formulated an impulse-approximation description that allows one to track the relatively sluggish external center-of-mass motion of the target atoms and ions and thereby ensure momentum conservation explicitly while describing the excitation of the target’s internal states. These projects continue to link to our more conventional longtime work in the AMO field of collective Coulomb excitations, although we have been particularly interested recently in characterizing the resulting entanglements among the recoiling reaction fragments and the scattered particle.

Electron-Pair Excitations

Along with these interests, but for much lower energies of the ejected electron pairs, we have revisited our description of molecular photo double ionization based closely on an analogous

---

double-ionization model we established for helium. This lowest-order helium-like approximation based on \(^1P^0\) outgoing molecular electron pairs has the advantage of providing approximate dynamical quantum numbers and propensity rules\(^8\) for excitation of particular molecular fragmentation angular distributions. This description and its predictions were recently studied in detail by A. Huetz and T. Reddish and coworkers in Paris in photo double ionization experiments on \(H_2\) with 4\(\pi\) detection of both the ion and electron pairs. While they found the model to represent well their coplanar angular distributions, they also identified ‘frozen-correlation’ configurations for which the model unmistakably fails with one electron observed perpendicular to the plane of the other and the photon polarization.\(^9\) Their observations were a follow-on to somewhat earlier experiments at the ALS by Th. Weber, R. Dörner, A. Belkacem, and coworkers.\(^10\)

Parallel to these experimental achievements, the community has seen decisive advancement in the \textit{ab initio} computation of Coulomb few-body fragmentation, in particular from two groups, T. Rescigno, W. McCurdy, and coworkers at LBNL\(^{11}\) using a time-independent close-coupling approach, and J. Colgan, M. Pindzola and F. Robicheaux at Los Alamos and Auburn\(^{12}\) using a time-dependent close-coupling approach. Their abundant ‘virtual data’ are in excellent agreement in both magnitude and angular distribution with a wide variety of experimentally measured cross sections. Their results for the ‘frozen-correlation’ distributions observed by Huetz and Reddish are shown in Fig. 1, and when folded over the experimental angular acceptances agree well with experiment. Their achievements have set milestones in the computational study of the Coulomb continuum.

Analysis of the close-coupling results, albeit in distributions of one-electron angular momenta, show evidence for contributions to the fragmentation from higher electron-pair angular

![FIG. 1: Ionized electron-pair angular distributions from Colgan et al.\(^{12}\) computed for photo double ionization of \(H_2\) for 25 eV electron pairs and equal energy sharing and for three orientations \(\theta_N, \phi_N\) of the ion-pair relative momentum direction \(\mathbf{K}\) with respect to a Lab \(z\) axis along the photon polarization \(\hat{\epsilon}\). Here, the momentum direction \(\mathbf{k}_1\) of one electron is fixed perpendicular to \(\mathbf{k}_2\) of the other and the \(\hat{\epsilon}, \mathbf{K}\) plane with \(\theta_1 = 90^\circ, \phi_1 = 90^\circ\) and \(\cos \theta_2 = \hat{\epsilon} \cdot \mathbf{k}_2\). TDCC refers to the work of Colgan and coworkers, while ECS refers to the work of McCurdy and Rescigno and coworkers.\(^11\) The minor differences in the two sets of results are convergence related and have been resolved. The polar-plot insets show a folded comparison with the experimental measurements of Huetz, Reddish and coworkers.\(^9\)](https://example.com/fig1)


FIG. 2: Rotating $\mathbf{k}_1$, $\mathbf{k}_2$ plane of an ejected electron pair following the photo fragmentation of molecular hydrogen. Here, $\mathbf{k}_+ = \mathbf{k}_1 + \mathbf{k}_2$ and $\mathbf{k}_- = (\mathbf{k}_1 - \mathbf{k}_2)/2$ refer to the electron pair, and $\mathbf{K}_- = (\mathbf{K}_1 - \mathbf{K}_2)/2$ to the ion pair. The top three insets illustrate our three frames of reference used. Left to right: laboratory, molecular, electron-pair.

momenta. We have thus begun a collaboration this past year with J. Colgan, A. Huetz, and T. Reddish to generalize the helium-like molecular description to higher total angular momentum of the electron-pair. In the molecular ground state, the electron-pair total angular momentum $\mathbf{L} = \mathbf{l}_1 + \mathbf{l}_2$ is not a good quantum number, so the helium-like dipole selection rule $^1S_e \rightarrow ^1P_o$ generalizes to $^1S_e, ^1P_e, ^1D_e, \ldots \rightarrow ^1P_o, ^1D_o, ^1F_o, \ldots$ (the exchange and parity dipole selection rules remain the same). Based on our longtime experience with electron-pair excitations in helium and $\text{H}^-$, it turns out to be advantageous—perhaps surprisingly so—to define states of total $L$ by quantizing rotations of the momentum plane of the electron pair based on a $z$ axis along their relative momentum direction $\mathbf{k}_- = (\mathbf{k}_1 - \mathbf{k}_2)/2$. One thus introduces symmetric-top wavefunctions $\tilde{D}^J_L M_m(\hat{\mathbf{k}}_\perp)$ defined by projections $\hbar m = \mathbf{L} \cdot \hat{\mathbf{k}}_\perp$ and $\hbar M = \mathbf{L} \cdot \hat{\mathbf{z}}_M$, where $\hat{\mathbf{z}}_M$ is a molecular-frame $z$ axis, which we take to be along the ion-pair relative momentum direction $\mathbf{K}_-$. As depicted in Fig. 3, we have thus found that superpositions of just three molecule symmetrized electron-pair states, $^1P_o + ^1D_o + ^1F_o$, give a remarkably robust description of the molecular fragmentation distributions including the anomalous out-of-plane frozen-correlation configurations.\textsuperscript{13} We also find that molecules require special axial-vector geometries in the

\begin{align*}
\theta_1 = 90^\circ; \phi_1 = 90^\circ
\end{align*}

FIG. 3: Fits (solid curves) based on a three-state superposition $^1P_{\lambda = 1} + ^1D_{\lambda = 1} + ^1F_{\lambda = 1}$ to the $\text{H}_2$ photo double ionization cross sections in Figs. 1b and 1c. Here, the dashed curves show the TDCC result from Fig. 1.

momenta of the outgoing electron-pair, which are not seen in atoms, and in Fig. 4 we present evidence for them in the fragmentation cross section. Our electron-pair states may thus prove useful in boosting convergence in numerical computations as well as in modeling a variety of proposed double ionization experiments with complex molecules and solids.\textsuperscript{14}

We thus continue our ongoing DOE work to extract basic understanding and quantum control of few-body microscopic systems based on our long-time experience with more conventional studies of correlated electrons and ions. Although our efforts are theoretical, our interests have been strongly motivated by the very recent surge in and success of experiments involving few-body molecular fragmentation and the 4\pi imaging of all the fragments. We accordingly continue two parallel efforts with (i) emphasis on reaction imaging while (ii) pursuing longtime work on collective Coulomb excitations.

Recent Publications


\textit{Trapped-Ion Realization of Einstein’s Recoiling-Slit Experiment}, R. S. Utter and J. M. Feagin, Phys. Rev. A \textbf{75}, 062105 (2007). (Utter was a CSUF masters degree student. This work was highlighted in the June 2007 issue of the Virtual Journal of Quantum Information, vjquantuminfo.org.)


\textsuperscript{14}Th. Weber, private communication.
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This research program is focused on the doubly excited autoionizing states of alkaline earth atoms. The direct relevance to the Department of Energy is that a systematic study of autoionization allows us to understand the reverse process, dielectronic recombination (DR), the recombination of ions and electrons via intermediate autoionizing states. DR provides an efficient recombination mechanism for high temperature electrons in both laboratory and astrophysical plasmas,\textsuperscript{1-3} and it is important in fusion plasmas because the captured electrons lead to radiative power loss. The most important pathway for DR is through the autoionizing Rydberg states converging to the lowest lying excited states of the parent ion. As a result, DR rates are profoundly influenced by very small electric and magnetic fields, both of which are often present in a plasma.\textsuperscript{4} In addition, DR exhibits the same physics as found in other contexts, notably zero kinetic energy electron (ZEKE) spectroscopy\textsuperscript{5} and fluorescence yield spectroscopy.\textsuperscript{6} More generally, the multichannel nature of two electron alkaline earth atoms presents physics similar to that found in other systems.

During the past year we have worked on several projects. The first is multiphoton assisted recombination in the presence of a microwave field. Specifically, we have recently published a report of an experiment in which we observed DR from a continuum of finite bandwidth in a 38 GHz microwave field.\textsuperscript{7,8} As the continuum of finite bandwidth we used the broad Ba \(6p_{3/2} \pm 1d\) state which straddles the \(Ba^+ 6p_{1/2}\) limit. If we excite the broad Ba \(6p_{3/2} 1d\) state to an energy below the \(Ba^+ 6p_{1/2}\) limit with the laser in the absence of a microwave field the process

\[
\text{Ba } 6p_{3/2} 1d \rightarrow \text{Ba } 6p_{1/2} nd \rightarrow \text{Ba } 6s nd + \nu \text{h}
\]  
(1)

Occurs. However, if we excite the atoms above the limit the process

\[
\text{Ba } 6p_{3/2} 1d \rightarrow \text{Ba } 6p_{1/2} \varepsilon d
\]  
(2)

and autoionization into other continua occur, and there is no DR. In the presence of the 38 GHz microwave field we are able to observe DR even though the laser is tuned 20 cm\(^{-1}\) (600GHz) above the \(Ba^+ 6p_{1/2}\) limit. What is surprising about this result is that the ponderomotive energy in a 50V/cm 38GHz field is only 0.15 cm\(^{-1}\), and using the simpleman’s model, often used to describe above threshold ionization (ATI), we would expect to see microwave assisted recombination at energies up to three times the ponderomotive energy above the \(Ba^+ 6p_{1/2}\) limit.\textsuperscript{9} We have suggested that the reason why so much energy can be removed from the electron is that while it is created in the Ba \(6p_{1/2}\varepsilon d\) channel with approximately zero total energy its kinetic energy is far larger, and the energy transfer from the first microwave field cycle can be very
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large, due to the high momentum the electron has when it is created near the core. This mechanism is also responsible for ATI at energies of up to ten times the ponderomotive energy.\(^{10}\)

We have made microwave resonance measurements of the Sr \(5sn\ell\) energies for \(3 \leq \ell \leq 6\), using a delayed field ionization detection technique, and we have determined both the \(\Delta\ell\) intervals and the indirect spin orbit \(K\) splittings. We have completed the analysis using a non adiabatic core polarization model which can in principle allow the determination of the dipole and quadrupole polarizabilities and the \(\langle 5s|p|5p>\) and \(\langle 5s|r^2|4d>\) matrix elements of the Sr\(^+\) core.\(^{11,12}\)

Although we were able to obtain excellent values for the indirect spin orbit \(K\) splittings of the \(4 \leq \ell \leq 6\) states we were not able to use the values from the \(\ell = 4\) states in the analysis since they are coupled by the quadrupole interaction to the \(4dn\ell d\) states, which are core penetrating states. Nonetheless, we were able to extract good values for the Sr\(^+\) \(\langle 5s|p|5p>\) and \(\langle 5s|r^2|4d>\) matrix elements.

We have been working to test a proposed approach to identifying the contributing \(\ell\) states in DR. In , it is often the case that a substantial fraction of DR passes through energetically unresolved high \(\ell\) states.\(^{13}\) Although theses states are energetically unresolved, it should be possible to identify which \(\ell\) states contribute to DR using the Stark effect. The idea is straightforward. In zero field the contribution of an \(n\ell\) Rydberg state to the DR rate is proportional to \(A_I(n\ell)/A_I(n\ell)+A_R\), where \(A_I(n\ell)\) and \(A_R\) are the autoionization and radiative decay rates of the \(n\ell\) state. For high \(\ell\) states \(A_I(n\ell)<<A_R\), and the contribution is negligibly small. An electric field \(E\) converts the \(\ell\) states to Stark states, and more states contribute to DR. The magnitude of the quantum defect for an isotropic core decreases with low \(\ell\), and for any value of \(E\) there is a value of \(\ell, \ell_E\), such that \(\ell \geq \ell_E\) states are converted to Stark states. When the \(E\) field becomes large enough that \(A_I(n\ell_E)\geq A_R\) the DR rate will begin to rise. Since both the quantum defects and the autoionization rates are readily calculable,\(^{14}\) this technique appears to be a powerful way of determining which of the energetically unresolved high \(\ell\) states contribute to DR.

It is straightforward to apply this idea to atoms with isotropic ionic cores, with one quantum defect for each \(\ell\) state. Does it work for anisotropic cores, which lead to quadrupole splittings of the Rydberg states?\(^{15}\) The quadrupole splittings can be characterized by \(\vec{K}\), the sum of the angular momentum of the ion core, \(\vec{j}\), and the orbital angular momentum of the Rydberg electron, \(\ell\). For a \(j_e = 3/2\) core there are four values of the quantum number \(K\), and there is not one quantum defect for each \(\ell\) state, but four. In spite of this complication, due to a \(\Delta K = \Delta \ell\) propensity of electric dipole transitions, we think the proposed method will work.

To test this notion we are comparing autoionization of the Ba \(6p_{1/2}nk\) and \(6p_{3/2}nk\) Stark states. Specifically, we are preparing Ba atoms in \(6snk\) Stark states of an incomplete Stark manifold composed of high \(\ell\) states. These atoms are excited to the \(6p_{1/2}nk\) or \(6p_{3/2}nk\) Stark states using a 493 or 455nm laser pulse which saturates the \(6snk \rightarrow 6p_{1/2}nk\) transition. In a low \(E\) field, one in which \(\ell_E\) is large enough that in the incomplete \(6p_{1/2}nk\) Stark manifold \(A_I(nk)<A_R\), the atoms decay radiatively to the \(6snk\) and \(5dnk\) Stark states, where they
can be detected by field ionization. On the other hand, if the $E$ field is high enough, and $\ell_s$ low enough that $A_s(nk) > A_R$ in the incomplete $6p_{nk}$ Stark manifold, the atoms autoionize from the $6p_{nk}$ Stark state and an autoionization signal is recorded instead of a field ionization signal.

The measurement consists of measuring the autoionization yield of a $6p_{nk}$ state, composed principally of high $\ell$ states, as a function of $E$. As the field is raised, the Stark state acquires progressively more low $\ell$ character, and the autoionization increases. To prepare the $6snk$ Stark states in well controlled but small, 1 V/cm, fields we excite the Ba $6s(n+3)d$ state with the laser, and then drive the microwave transition to the Ba $6snk$ state in a field of approximately 10 V/cm. The field is then reduced to the desired lower field by a 1 μs field ramp. We have obtained preliminary data which indicate that the proposed method should work, and a full analysis is underway.

In the coming year we plan to finish the above project on the field dependence of the autoionization and DR rates. In addition, we plan to do further experiments to test the model we have proposed for above threshold recombination. In our classical model the energy transfer from the microwave field to the electron depends critically on the phase of the microwave field at which the excitation occurs, but with our 5 ns long laser pulses we can not probe the phase dependence. However, if we replace our 5 ns long laser pulse with a 1 ps laser pulse which is phase locked to the microwave field, we can test our classical picture in a direct way. We propose to see if recombination occurs only if the excitation occurs at the correct phase of the microwave pulse. More generally, it should be possible to analyze the energy distribution of the bound states which are formed by the recombination.
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Program Scope:

Ultracold physics continues to play an important role within modern atomic, molecular and optical (AMO) physics. Atoms have traditionally been the main subjects of investigation in this field, but significant progress has recently been made in the production and manipulation of ultracold molecules. A number of techniques for generating ultracold samples of atoms and molecules have emerged, such as laser cooling, evaporative cooling, buffer gas cooling, electrostatic slowing, photoassociation, and Feshbach-resonance magnetoassociation. Various schemes for trapping these cold atoms and molecules have also been developed, including magneto-optical traps, optical traps, magnetic traps, and electrostatic traps. This combination of cooling and trapping techniques has enabled numerous applications such as: quantum degenerate gases (bosons, fermions, and mixtures); optical lattices and simulations of condensed-matter systems; quantum computation; precision measurements and atomic clocks; atom optics and interferometry; targets for ionization studies; ultracold plasmas; ultracold chemistry; and ultracold collisions. At the high densities and low temperatures typically required for these applications, various interactions between the particles can occur. These are important to understand and, hopefully, control. For example, inelastic collisions can cause undesirable heating and/or loss in high-density samples. On the other hand, processes such as photoassociation and magnetoassociation allow the formation of ultracold molecules from the constituent atoms. The main goal of our experimental program is to use frequency-chirped laser light to coherently control ultracold collision dynamics, including the process of photoassociative formation of ultracold molecules.

Our experiments start with a Rb magneto-optical trap (MOT). Rb is ideally suited to our experiments for a number of reasons: 1) its 780 nm resonance line nicely matches commercially available diodes lasers; 2) the two stable isotopes (^{85}\text{Rb} and ^{87}\text{Rb}) allow for interesting comparisons; 3) Rb photoassociation has been extensively investigated by us and others; and 4) ^{87}\text{Rb} is the most widely-used atom for BEC studies. Our experiments utilize a phase-stable MOT loaded from a separate “source” MOT. Inelastic collisional rate constants are determined via the density-dependent loss rate of atoms from the trap.

Recent Progress:

We have made recent progress in two main areas: the influence of chirp nonlinearity on the rate of ultracold trap-loss collisions induced by frequency-chirped light; and improved production of chirped pulses on the nanosecond timescale.
The dominant long-range interaction between two atoms colliding in the presence of laser light is the $1/R^3$ dipole-dipole potential ($R$ is the atomic separation). The detuning of the light relative to the atomic resonance determines the Condon radius $R_c$, the separation at which the atom pair is excited to this potential. Following their excitation, the atoms accelerate toward each other by rolling down the attractive potential. If the kinetic energy gain is sufficient (e.g., >1 K), the atoms will be lost from the trap. By “chirping” the light, i.e., changing its frequency as a function of time, atom pairs spanning a wide range of $R$ can be excited and caused to undergo inelastic trap-loss collisions. Chirped light has the advantage that for sufficiently high intensities, the population transfer to the excited state can be adiabatic, and therefore efficient and robust. Also, the time scale of the chirp can be comparable to that of the atomic motion, allowing the collisions to be controlled by the details of the chirp.

We have examined how the rate of trap-loss collision rate depends on the direction of the chirp. For a certain range of center detunings of the chirp, interesting differences emerge. In the vicinity of $-600$ MHz (below the atomic resonance), the negative (blue-to-red) chirp results in a significantly smaller collision rate than the positive (red-to-blue) chirp. We attribute this difference to the fact that the attractive potential causes the excited atom pair to always accelerate inward, while the Condon radius $R_c$ can move either inward (negative chirp) or outward (positive chirp), depending on the sign of the chirp. For the positive chirp, the atom pair can only be excited once, since the atom separation and the Condon radius move in opposite directions following the initial excitation. For the negative chirp, however, the Condon radius and the trajectory of the excited atom pair both proceed inward and further interactions between the light and the atom pair can occur. These multiple interactions can interfere destructively, a process we call “coherent collision blocking”. This reduces the collisional flux reaching short range in the excited state, and thus the rate of trap-loss collisions. The smaller collisional rate for negative versus positive chirps observed in the experiment is also seen in classical Monte-Carlo simulations as well as in quantum mechanical ones.

We have also used nonlinear frequency chirps to examine the dependence of the trap-loss collision rate on the shape of the chirp. We have focused on the negative chirp case, since the possibility of multiple interactions allows for more control over the collisions. For comparison purposes, we fix the beginning and ending frequencies of the chirp, as well as the total time duration, but vary the shape of the chirp. Starting with a linear chirp, we superimpose a nonlinear variation with either positive curvature (concave-up) or negative curvature (concave-down). For negative chirps, we find a small but significant difference in collision rates for the concave-up versus concave-down shapes. We believe that this is due to details of the matching of the temporal evolution of the Condon radius to the atom-pair trajectories. For the positive chirp, we see no significant difference. This is expected because after the initial excitation, there are no further interactions between the light and the atom pair.

We have devised a novel scheme for generating the frequency-chirped light used in our experiments. Our original method utilized a current ramp applied to an external-cavity diode laser, with the output light amplified by a separate “slave” laser. This worked well for generating chirps up to 1 GHz in 100 ns. Our new technique is based on a fiber-based electro-optic phase modulator driven by an arbitrary waveform generator. In this scheme, a pulse of light from a diode laser is sent through the modulator multiple
times, acquiring the prescribed phase shift during each pass. Each time it emerges from the fiber loop, the light is re-injected into the initial laser to boost the power. We realize much higher chirp rates (>1 GHz in 10 ns) and have the ability to produce chirps of arbitrary shape. In order to control the intensity and produce arbitrary pulses on the nanosecond time scale, we employ a fiber-based electro-optic intensity modulator. This device also causes some residual phase modulation, which we are currently characterizing and attempting to compensate with the phase modulator. Our combined system of phase and intensity modulation is an interesting contrast to pulse shaping with ultrafast lasers. Our scheme operates in the time domain on the nanosecond time scale, while ultrafast pulse shaping takes place in the frequency domain and on the femtosecond time scale.

Future Plans:

Our new method of producing arbitrary chirps and pulses will be applied to study and control interactions between ultracold atoms. In particular we will use chirped pulses to coherently control the formation of ultracold molecules by photoassociation. We are developing pulsed-laser ionization detection of ultracold molecules, which will be employed to detect the products of chirped photoassociation, as well as photoassociation enhanced by chirped long-range excitation. One goal is to optimize the production of ground-state molecules in various states. In general, we anticipate that our ability to control the temporal variation of both the laser frequency (by chirping) and amplitude (by pulsing) will open up new opportunities in the manipulation of ultracold collisions and molecule formation.

Recent Publications:


Program Scope
The underlying theme of this project is to develop an improved theoretical understanding of many basic atomic and molecular phenomena of potential relevance to energy transfer, control, or productions. This is a project in basic science, which attempts to understand correlated dynamics, interpreted broadly. Correlations arise whenever two or more degrees of freedom are tightly coupled. They pose a severe challenge to our theoretical understanding because much theory in atomic, molecular, and chemical physics is constrained by the sheer dimensionality of many-particle quantum physics to begin from an uncorrelated independent-particle zeroth-order approximation. Yet in some cases the identification of a key collective coordinate leads to insights that can provide both deeper qualitative insight as well as an enhanced ability to perform detailed theoretical description of such reactive processes. In some cases photon interactions also play a role, and with high-intensity laser interactions these can usually be handled by treating the electromagnetic field classically. This research aims to be as relevant as possible to cutting-edge experimental work across a range of problems being studied in the field of atomic, molecular, and optical physics. This project brings a number of different techniques to bear on problems, in some cases stressing new algorithmic or theoretical lines of attack, sometimes implementing new mechanisms that have not been incorporated into realistic theoretical studies previously, and sometimes pressing forward with more concentrated computational projects when appropriate. The work during the past year has primarily concentrated on the following areas: (i) dissociation initiated by an electron when it collides with a diatomic or triatomic molecule; an efficient energy-transfer process involving Rb + NH. (ii) collisions between an electron and a biological molecule. (iii) ionization and harmonic generation from intense short-pulsed laser light interacting with matter.

Recent Progress

(i) Reactive chemical physics

One major project completed within the past year was the theoretical description of a reactive collision between a ground state Rb(5s) atom and the electronically-excited dimer NH(1Δ) which, remarkably, is very nearly degenerate with the final state channels whose character is Rb(5p)+NH(3Σ−). This energy transfer reaction is complex, in part because the imidogen radical NH and the Rb atom are both highly reactive. Moreover, because one atom in the reaction, Rb, is quite heavy, it challenges the capabilities of quantum chemistry to describe it at a sufficiently realistic level that includes the strong spin-orbit interactions. In this collaborative project, spearheaded by postdoc D. Haxton, we found it difficult to get sufficiently accurate results for the Born-Oppenheimer potential surfaces using the popular quantum chemistry package MOLPRO, but the COLUMBUS package was ultimately able to handle it. For this pilot study, the calculations have been carried out with the NH bond length fixed at 1.925 \(a_0\), whereby the 32 coupled electronic surfaces (including the Kramers degeneracy of this odd-electron number system) are two-dimensional. Following a nontrivial diabatization procedure, the scattering calculation can then be conducted in a relatively straightforward manner, using a DVR-implementation of the R-matrix propagator. The results are reported in Ref. [1], and the main conclusion is that the cross sections for this quenching reaction are quite large, in fact approaching a substantial fraction of the unitarity limit at low collision energies.

We have continued to study the dissociative recombination (DR) process. DR involves an
exchange of energy between the electronic and the nuclear degrees of freedom. This project has continued to study the dissociative recombination of triatomic molecules. We have developed new theoretical tools needed to predict for the first time the low-energy dissociative recombination rate coefficient for electrons that collide with the NO$_2^+$ molecule. This has required an extension of our techniques so they can treat the direct surface-crossing pathways as well as the indirect Rydberg-mediated pathways. The computations by postdoctoral associate D. Haxton have suggested that the direct pathways will probably be dominant, and the required scattering calculations have determined quantum defect matrices.

In the past year we completed the first theoretical treatment of LiH$_2^+$ dissociative recombination.[2] This molecule is so weakly bound that it does not fit readily into the rubric of conventional DR theory. Indirect DR via Rydberg state captures have been found to dominate the cross section for this process, and at 300K a relatively fast DR rate coefficient is predicted, in the vicinity of $10^{-7}$cm$^3$/s. No theoretical or experimental total DR rate has previously been published for LiH$_2^+$, which can be compared with this result, although at least one experiment on this molecular target ion was carried out in Stockholm.

Two different mechanisms are believed to control the dissociative recombination of most molecules, the direct pathway in which a neutral potential surface cuts through the Franck-Condon range of the target ion, and the indirect Rydberg pathways for which the rate-limiting step is normally the capture of an incident electron into a vibrationally- or rotationally-excited Rydberg bound state. Comparatively little has thus far been addressed to the problem of treating both direct and indirect pathways for the same molecule. We have taken one step in that direction in the past year in a study of the dissociative recombination of the HeH$^+$ molecular ion.[3] This project was motivated in part by the desire to see whether the frame transformation methodology, which has been successful in treating examples of purely indirect Rydberg-dominated DR, can be extended to treat direct capture processes involving doubly-excited electronic states as well.

(ii) Electron Collisions with DNA and RNA

The experimental efforts of L. Sanche and his group in Sherbrooke, Quebec have been able to observed correlations between the rates of single and double strand breaks induced by electrons that collide with DNA, with the electron resonances associated with the DNA subunits. The DNA and RNA bases, adenine, guanine, thymine, cytosine, and uracil have now all been studied individually, and they appear to exhibit low energy electron scattering resonances that appear to connect with the experiments. The calculation of electron scattering from molecules as large as the DNA and RNA bases is highly challenging. These bases are of course the two purines adenine ($C_5H_5N_5$), guanine ($C_5H_5N_5O$), and the pyrimidines thymine($C_5H_6N_2O_2$), cytosine($C_4H_5N_3O$), and uracil($C_4H_4N_2O_2$).

One key advance in our theoretical capabilities was developed by a PhD student funded by this project, S. Tonzani, who completed his doctoral degree in 2006. In the course of that work, we developed a three-dimensional finite-element R-matrix scattering program[4] capable of treating molecules as large as the DNA and RNA bases, individually.

During the past year, we have made further progress in a collaborative effort with (former PhD student) S. Tonzani, L. Sanche and L. Caron towards the development of a multiple scattering treatment of resonant electron scattering by a segment of DNA. Specifically, we have combined the individual scattering matrices for an incident electron from the various major DNA components, and then assembled them to treat scattering from a full twist of the DNA double helix. This has helped to assess the possible importance of further resonance-enhancing
or - diminishing effects associated with the global structure of DNA, which can modify the resonant scattering by individual component subunits. This has been the first full multiple scattering description, using quality scattering matrices from the individual subunits, and it represents a significant step towards understanding how secondary electrons in the 0-20 eV range interact with DNA. The initial multiple scattering model and its results were reported last year in [5]. A second study, more realistic because it includes the effect of structural irregularities, notably scattering from the structural water components of DNA and base-pair mis-match, recently appeared in [6]. One conclusion from this study is that amplitude decoherence tends to promote stronger correlations between nearer neighboring bases, owing to a decreased importance of more distant bases. The resulting resonances that have been calculated in this model, e.g. around 3 eV in particular, appear to be likely candidates to play an enhanced role in DNA strand breakage. Another interesting conclusion is that the main scattering features are largely the same, regardless of whether the structural water is included, suggesting that it is the resonances involving the bases that play a dominant role.

(iii) **Intense light pulse interactions with an atom, molecule, or cluster.**

An earlier study coauthored with graduate student Z. Walters concerned the treatment of vibrational effects in high harmonic generation in SF₆ following molecular excitation by a weaker Raman pulse.[7] Last year, in the course of completing his doctoral degree supported in part by this project, he extended that treatment to higher order. In addition, Walters considered the theoretical description of molecular imaging through either high-harmonic generation or photoelectron angular distributions from aligned molecules. In that study, he made some headway in understanding the limitations of the frequently-employed plane-wave approximation, which are in fact highly problematic for imaging studies that have been carried out to date.[8]

Another topic of recent interest relates to the control of X-ray or XUV radiation transmission through a gas by applying infrared control fields. Interest in that area is partly being stimulated by the new X-ray free-electron lasers under construction around the world, notably in Stanford and Hamburg. Our collaborative study with the Leone group at Berkeley explored the modified XUV absorption spectrum of atomic helium in the vicinity of the n=2 doubly-excited autoionizing states, when they are dressed by a strong infrared laser field. We were able to demonstrate how three-level physics closely related to electromagnetically-induced transparency arises in the physics of enhanced XUV absorption, in addition to some regimes of diminished absorption caused by the infrared field coupling.[9]

In collaboration with D. Elliott’s experimental group we are exploring a class of single-photon and two-photon ionization processes in atomic barium. Our calculated results for the separate one-photon and two-photon ionization spectra show encouraging agreement with experiment. But the coherent control aspects, which arise when both lasers simultaneously and coherently ionize the barium atom with a controllable phase difference, have not yet been considered. A study of these coherence phenomena represents a major motivation of this study, namely to give a quantitative theoretical description of phase-controlled directional electron ejection in the presence of two such coherent fields.

Also, a study of alignment and orientation of photofragments produced by photoionization of atomic argon has produced insights into the nature of the angular momentum transferred by the one-photon ionization process.[10] Some other studies supported in part by this project are also included in the reference list.[11, 12]

**Immediate Plans**

The coherent control study of phase-controlled photoionization of barium, using interference
between single-photon and two-photon ionization, will enter the next and more interesting phase. Specifically, the two separate amplitudes will be combined and the results compared with experimental observations of the phase-dependent photoelectron angular distribution. This system shows promise to be the first for which first-principles theory can potentially give a quantitative description of the experimental observations of this phenomenon.

The strong-field ionization of molecules and the theoretical description of high-harmonic generation will receive continuing attention, as a part of the whole discipline’s thrust to increasingly describe the molecular physics at a plausible, realistic level. A doubly-adiabatic formulation of the helium absorption problem discussed in [9] will also be pursued, to explore the feasibility of an ab initio description of XUV absorption near laser-dressed autoionizing states.

Electron scattering from polyatomic molecules continues to be a long-term project, and eventually we plan to build on the progress we have made in recent years on the description of dissociative recombination in polyatomic molecules, including the role of the Jahn-Teller and Renner-Teller effects. For such studies, we anticipate that our improved understanding of Siegert pseudostates, achieved in the course of the paper below by Santra, Shainline, and the P.I., should prove to be illuminating and practically useful.

Papers published since 2007 that were supported at least in part by this DOE project

[1] Theoretical study of the quenching of NH(1Δ) molecules via collisions with Rb atoms, D. J. Haxton, S. A. Wrathmall, H. J. Lewandowski, and C. H. Greene, Phys. Rev. A 80, (2009, in press); see also the preprint at arXiv:0903.3909. (This study and some of the others in this list received partial support from NSF in addition to DOE.)
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With the use of scattering resonances, such as the Fano-Feshbach resonances, the dilute quantum gas has become an important system for the investigation of strongly-interacting many-body phenomena. This is true for both for the equilibrium state, and the non-equilibrium or dynamic situation. Our theoretical research program aims to explore and analyse strongly-interacting phenomena in these systems. It is generally our plan to be closely connected with experiments so that a pertinent question is always the feasibility of implementing any proposal. The importance of this topic is partly that it connects broadly with other areas of physics, since strongly-interacting phenomena manifests itself in many physical systems; in nuclear physics, particle physics, AMO physics, and condensed matter physics.

Our previous research has involved quantum gases in which strong interactions are induced by Fano-Feshbach resonances, giving for example the well known BCS-BEC crossover systems. Alternatively, strong-correlations may be induced by rapid rotation, where rotation plays the role of a pseudo-magnetic field. In such a situation Hall-effect physics may emerge. We have reported on both of these two projects in the past. During this last year, however, we discovered that a strongly-correlated gas can also be established by placing the atoms in a high quality cavity, as shown in Figure 1.

![Figure 1: Schematic of the model. ](image)

Figure 1: Schematic of the model. $N$ two level atoms are held at the antinodes of a cavity field with an external trapping potential. The atoms have a much narrower linewidth than the cavity, leading to the extreme bad cavity limit and the possibility for steady-state superradiance.
This topic melds together the physics of ultracold gases with quantum optics in order to develop a new kind of complex and collective system that promises to have many applications. Recent progress in experimental techniques has made it possible to trap microscopic as well as mesoscopic ensembles of ultra-cold atoms in high-quality optical cavities. The interaction between atoms and just one quantized field mode is automatically of a very collective nature. In this context the field mode can be thought of as a “bus”, shuttling information and mediating long-range interactions between distant atoms.

An initial motivation for this research was to understand the processes underlying novel bright light sources that are based on collective emission from a system of many quantum radiators. The collective emission processes that can occur in these devices are based on purely quantum mechanical interference. They could provide an alternative amplification mechanism for the emission of light to that of a conventional laser. This could open up the possibility to develop light sources with gain materials that cannot be used today, such as atoms with an extremely narrow linewidth and therefore weak oscillator strength. The huge impact that lasers have had on many areas of research and technology makes it an important goal to explore novel laser and light amplification processes.

The systems we consider are cavity quantum electrodynamic (QED) systems where the atomic relaxation rates are much smaller than the relaxation rates of the cavity. This means that the atomic linewidth is much narrower than the linewidth of the cavity. As is illustrated in Figure 2, the bulk of cavity QED research to date has been focused on the opposite limit. In particular, lasers are almost always exclusively in the “good cavity” limit (right edge in Figure 2) where the cavity linewidth is much narrower than the gain bandwidth of the atoms.

Some atomic species have extremely narrow optical transitions due to dipole selection rules. These transitions can be used to make very stable light sources because the atoms are subject to much weaker fluctuations than ordinary optical dipole-allowed transitions. The light emitted on these transitions naturally has a very long coherence time. Unfortunately, the emitted light also has an extremely low intensity and can therefore not be used for applications. In normal

![Figure 2: Parameter space of cavity QED systems.](image)

- On the horizontal axis is the ratio of atomic relaxation rates (represented by $\gamma$) to the cavity field relaxation rates (represented by $\kappa$).
- On the vertical axis is the single atom cooperativity parameter $C$ that quantifies the importance of quantum effects in the light matter interaction.
- Small $C$ corresponds to classical systems while large $C$ corresponds to systems where quantum effects at the single atom and single photon level are important.
- The green area (left; labelled this work), which is largely unexplored, is the topic of interest here.
lasers this problem of low out-coupled power could be solved by simply using more atoms, *i.e.* by providing more energy to the system. This is not an option in this case because, in order to see the very narrow linewidth, it is necessary to hold the atoms in a very controlled environment in an atom trap at ultracold temperatures in the \(\mu\text{K}\) range. Technologically it is not possible to significantly increase the number of atoms much above \(10^6\). We must make smarter use of the number of atoms available.

A solution is suggested by the following observation. If we could make the atoms emit photons collectively rather than independently, the emitted power would be increased by an extra factor of \(N\). Collective emission of this kind has been studied extensively both theoretically and experimentally in the form of Dicke superradiance. However, in almost all of these systems, light was emitted as a pulse with a duration that is shorter than the ordinary decay time of the atoms by a factor of \(1/N\). This pulse shortening gives rise to a broadening of the spectrum in the frequency domain by a corresponding factor of \(N\). That broadening would more than revoke the potential benefit of using narrow linewidth atoms and is thus not a possible route in this case.

Our principal observation was that it is in fact possible to have superradiant emission in steady state. Furthermore we have confirmed that the resulting radiation has a narrow linewidth similar to that of the underlying atoms and possibly even narrower due to collective effects. A point worth mentioning is that the working principle of this light source is in some sense reversed from that of an ordinary laser. In a normal laser the dipoles of the atoms get out of phase with each other very rapidly so that correlations between the atoms can be completely neglected. Enhanced emission into the laser mode is achieved by having a macroscopic number of photons already present in that mode. Here, on the other hand, the “laser mode” is virtually empty (possibly no more than a single photon) and collective enhancement of the emission is achieved through the presence of a dynamical macroscopic atomic dipole state.

We have developed a detailed theoretical model of this system, the details of which can be found in Ref [3].

**Future outlook**

Several questions need to be addressed in the future. To have a complete understanding of the requirements for operation of this device, it is necessary to fully understand the recoil effects induced by pumping, the optical lattice, cooling, and interaction with the laser field. The detailed nature of the joint atomic and field state, as well as the higher order correlations between atom and field, also deserves further investigations.

We also plan to examine the applications of this novel light source as a source for interferometry, as an active laser gyroscope, and other similar applications where an ultrastable phase would be beneficial.
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Using Intense Short Laser Pulses to Manipulate and View Molecular Dynamics
Robert R. Jones, Physics Department, University of Virginia
382 McCormick Road, P.O. Box 400714, Charlottesville, VA  22904-4714
rr3c@virginia.edu

I. Program Scope
This project focuses on the exploration and control of non-perturbative dynamics in small molecules driven by strong laser fields. Intense non-resonant laser pulses can radically affect molecules, both in internal and external degrees of freedom. The energy and angular distributions of electrons, ions, and/or photons that are emitted from irradiated molecules contain a wealth of information regarding molecular structure and field-driven dynamics. Not surprisingly, a molecule’s alignment with respect to the laser polarization is a critical parameter in determining the effect of the field, and information encoded in photo-fragment entrance distributions may only be interpretable if the molecular axis has a well-defined direction in the laboratory frame. Moreover, even molecules which possess a symmetry axis that can be aligned at a well-defined angle relative to the laser polarization are typically not symmetric with respect to inversion along that axis. Such asymmetric molecules may respond very differently to the alternating positive and negative half-cycles of the electric field in an intense laser pulse. The ability to identify or optically control the head vs. tail orientation of molecules in the laboratory frame is, therefore, critical for observing and characterizing an asymmetric response to standard, symmetric laser fields.

Asymmetric fields afford additional flexibility and control options. Using 2-color ($1\omega + 2\omega$) fields with well-defined relative phases, or few-cycle laser pulses with well-defined carrier-envelope (CE) phase, molecules can be exposed to intense oscillating fields in which there is a pronounced difference in the peak amplitude in one direction over another. Such fields break the up/down symmetry in the laboratory frame making it possible to induce and/or exploit asymmetries within a target atom or molecule. For example, when atoms and symmetric molecules are exposed to an asymmetric field, the tunneling ionization amplitude and electron wavepacket trajectories are different for electron emission in the up and down directions. By controlling this difference, one can reduce/eliminate destructive interference between the harmonic emission from these trajectories, enabling the generation of even-order harmonics [1]. In addition, charge-localization induced by an asymmetric field can be used to control directional dissociative ionization (i.e., ion ejection up or down) from symmetric molecules [2]. Ultimately, strongly controlled asymmetric fields used in combination with preferentially oriented targets will enable experiments seeking to drive electrons in specific directions within and molecules to probe molecular structure/dynamics or to control molecular photoprocesses.

II. Recent Progress
Our work during the current funding period has focused on: (i) achieving and optimizing field-free laser alignment and orientation of molecular targets; (ii) characterizing the alignment dependence of molecular tunneling ionization high-harmonic generation (HHG); (iii) controlling charge localization and directional Coulomb explosion in asymmetric 2-color laser fields, and (iv) exploring the influence of the (often neglected) atomic/molecular potential on laser-driven continuum electron dynamics. During the past year we have made progress and obtained new results on several fronts. First, we have extended our investigation of directional Coulomb...
explosion to include triatomic and homonuclear diatomics with HOMOs of $\pi$- rather than $\sigma$-symmetry. We find that in spite of the fact that the enhanced ionization is expected to proceed differently in these systems, extremely strong directional fragmentation can still be achieved. Second, we have demonstrated that macroscopic propagation effects can result in intensity- and order-dependent reversals in the molecular orientation (parallel/perpendicular) which optimizes the HHG yield. Thus, such effects do not necessarily reflect single molecule structure or dynamics. Third, in collaboration with Tom Gallagher, we are developing a new approach for describing intense laser ionization in high frequency fields. The method involves the application of multi-channel quantum defect theory to dressed-states, providing a convenient framework for treating strongly coupled continua at arbitrarily large photon-orders. Fourth, we have begun an upgrade of our laser system to enable the generation of intense few-cycle phase-stabilized laser pulses. We are now amplifying CE-phase stabilized seed laser pulses and are constructing a second f-2f interferometer to lock the phase of the amplified pulses. In the following paragraphs we describe our results on directional Coulomb explosion and phase-matching effects in HHG from aligned molecules.

A. Controlled Directional Coulomb Explosion in an Asymmetric 2-Color Laser Field

We have studied dissociative ionization of $N_2$, $O_2$, $CO_2$, $CO$, and $HBr$ in the presence of strong, asymmetric laser fields. Rather than use few-cycle CE-phase stabilized pulses [2], we employ a 2-color field consisting of temporally overlapped 35 fs laser pulses with wavelengths of 400 nm and 800 nm, respectively, and tunable relative carrier phase, $\phi$. A time-of-flight mass spectrometer is used to measure the kinetic energy spectra of atomic and molecular ion fragments as a function of $\phi$ for different polarizations of the two pump pulses, different pulse durations, different relative intensities of the 400 nm and 800 nm pulses, and different pump/probe delays.

For all molecules studied, the yields of atomic ion fragments, $A^{+m}$ and $B^{+n}$ with total charge $(m+n) \geq 3$ and $A^{+m} \neq B^{+n}$, show a pronounced, $\phi$-dependent forward/backward asymmetry along the detector axis. For a given ion species, we define an asymmetry parameter, $\beta = (N_+ - N_-)/(N_+ + N_-)$, where $N_+$ and $N_-$ are the number of ions produced with velocities toward and away from the detector, respectively. At combined laser intensities $I \approx 5 \times 10^{14}$ W/cm$^2$, large asymmetries, $\beta \approx \pm 0.8$ are observed for $N_2^{3+} \rightarrow N_2^{2+} + N_+$ and $O_2^{3+} \rightarrow O_2^{2+} + O^+$, with comparable asymmetries in several CO channels, e.g., $CO^{4+} \rightarrow C^{2+} + O^{2+}$ or $CO^{3+} \rightarrow C^{2+} + O^+$. Somewhat smaller asymmetries are found in $HBr$ and $CO_2$. The largest asymmetries are observed when the intensity of the 400 nm beam is one-quarter to one-eighth that of the 800 nm pulse. In addition, for all fragments, the maximum $\beta$ values are obtained at $\phi_{\text{max}}$, where the field has the greatest asymmetry. Moreover, in all fragment pairs, the forward/backward asymmetry has the same sign for those ions which require the largest optical fields to produce via tunneling ionization. Since no asymmetry is detected for low charge states, even in CO and HBr, we conclude that selective ionization of molecules with specific orientations, due to native charge localization, is not primarily responsible for our observations. Rather, the directional Coulomb explosion is the result of strong-field dynamics.

Several auxiliary measurements have been performed in an attempt to identify the mechanism for the directional Coulomb explosion. For example, by using circularly polarized pulses, electron collisions can be suppressed while maintaining a phase-dependent directional...
asymmetry in the 2-color field. We find comparable $\beta$ values with such pulses, indicating that field-driven electron rescattering does not play a dominant role in the process. In addition, using a 2-color pump field with reduced intensity ($I \sim 10^{14}$ W/cm$^2$) in conjunction with a more intense 800 nm probe, we have confirmed that transient or ionization of the heteronuclear species is also not responsible for the asymmetries we observe.

Instead, our measurements are consistent with the notion that enhanced sequential ionization occurs as the molecule dissociates [3, 4]. Charge-localization near one atomic ion, induced dynamically by the asymmetric field, makes further ionization much more likely from one ion center than from the other. Through enhanced ionization, higher charged states are most likely produced when the dissociating molecule has expanded to (for molecules with HOMOs of $\sigma$-symmetry) or beyond (non-$\sigma$ HOMOs) a critical internuclear distance, $R_c$ [4, 5]. There the most weakly bound electrons can be localized on the uphill side of the combined molecular and optical potential and are more easily ionized in the direction of the maximum field. Following ionization, the atomic ions move apart rapidly under their mutual Coulomb repulsion such that the ion angular distributions at the detector reflect the orientation of the ions at the instant of ionization. Thus, the direction of the asymmetric field maximizes the determination of the preferred emission direction for each atomic ion species. Our measurements indicate that 2-color asymmetric fields can effectively control field-induced charge localization for $\sigma$ and $\pi$ orbitals in spite of the fact that the dissociation dynamics are different.

**B. Effects of Phase-Matching on HHG from Aligned $N_2$ in a Hollow Core Waveguide**

In the standard model of HHG, an electron tunnel-ionizes in a strong low-frequency laser field, is accelerated to high energies by the field, is driven back toward its parent ion, and recombines by releasing the energy gained from the field as a high-energy photon. For a given laser intensity, the ionization and recombination rate as well as the spatial extent of the returning electron wavepacket depend on the electronic orbital structure and the orientation of the molecule relative to the (linear) laser polarization axis [6]. The recombination amplitude is also a function of the energy of the returning electron. If one assumes that the measured harmonic yield reflects the single molecule response, then comparisons of the harmonic spectrum at different alignment angles and/or between different species can reveal structural or dynamical information [6-9]. Accordingly, recent observations of intensity- and/or order-dependent changes in the preferred alignment direction for maximal harmonic emission from aligned $N_2$ and $CO_2$ molecules have been attributed to various aspects of the single molecule response [7, 9].

We have observed changes in the preferred alignment direction in $N_2$ which are due solely to the phase-matching conditions within the target gas. We have used two time-delayed laser pulses to examine HHG from transiently aligned $N_2$ molecules in a hollow-core waveguide. The extended interaction length in the waveguide allows us to identify alignment-dependent propagation effects which mimic or mask various aspects of the single molecule response.

At low intensities, we find that the harmonic emission in all orders is enhanced for molecules preferentially aligned parallel, rather than perpendicular, to the laser polarization. However, depending on the target gas pressure, at higher intensities the higher orders may exhibit a reversal in this orientation preference. The pressure dependence of the reversal provides clear evidence that the phenomenon we observe is due, at least in part, to macroscopic...
Simulations that include the alignment-dependence of the tunneling ionization rate and the concomitant changes in phase-matching due to the alignment-dependent free electron density are in qualitative agreement with our observations, indicating that the reversals we observe can be attributed solely to macroscopic propagation effects. While the propagation effects are perhaps more pronounced given the extended interaction length in our waveguide, they should also play a role in gas jet experiments where phase-matching is still important and the degree of alignment can be considerably greater. Clearly, extracting molecular structure or dynamical information from HHG measurements requires a detailed understanding of the phase-matching contribution from different molecular configurations. A manuscript describing our results has been submitted to Physical Review Letters.

III. Future Plans
We plan to continue our efforts to observe transient field-free orientation of polar and non-polar molecules using unipolar electric field pulses and two-color laser fields. We are awaiting the delivery of an Even-Lavie valve which should enable us to achieve sufficient rotational cooling (~1K) to produce and study transiently oriented molecules. We also plan to utilize a fiber compressor in conjunction with our CE-phase stabilized amplifier to generate intense few-cycle, CE-phase controlled pulses which will be used to explore directional Coulomb explosion in few-cycle asymmetric fields. In particular, we hope to determine whether the fragment directionality depends on the field asymmetry during the initial ionization step which leads to the expansion of the molecule to R_c, and if directional Coulomb explosion might be employed as a robust single-shot CE-phase detector. In addition, we plan to utilize attosecond pulse trains to photoionize molecules, near threshold, in the presence of a phase-locked laser field. We seek to characterize the effects of the ionic core on the electron energy spectrum to determine if such measurements might be useful for probing changes in molecular potentials with sub-femtosecond resolution.
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The goal of this work is to develop novel short wavelength probes of materials and of molecules. We have made exciting advances in several experiments that probe complex molecular and materials dynamics using ultrafast, coherent, x-rays and electrons emitted during the high harmonic generation process. There were several highlights as a result of our prior support –

**Probing coupled electron and nuclear dynamics in polyatomic molecules [17]**

X-ray, electron, or laser beam scattering are common techniques used to probe crystalline or molecular structure and dynamics. To understand how complex reactions happen, the positions of atoms within a solid or a molecule must be monitored as the reaction occurs. Usually an external source of electrons or x-rays is used to monitor a fast process. In this work, we used ultrafast soft x-rays generated by the ionization and recollision of electrons from the molecule itself to probe the internal dynamics of a molecule. This is the first work to explore these effects.

In an earlier work published in PNAS, we performed the first experiment that used harmonic generation from a molecule to monitor coherent vibrations and discovered that high harmonic generation is very sensitive to small nuclear motions in molecules. In recent exciting work in collaboration with Albert Stolow at NRC Canada, we observed complex multi-state coupled electron and nuclear dynamics by studying HHG emitted from N2O4. By exciting large-amplitude vibrations in the ground state of an N2O4 dimer, and then irradiating the molecule with a strong laser field, we observe very large modulations in the resultant high harmonic yield. Our observations indicate that harmonics are emitted predominantly at the outer turning point of the vibrational motion. Detailed theoretical calculations reveal that at the outer turning point, the ground state cation is produced predominantly and contributes to the harmonic yield. However,
at the inner turning point, strong field ionization favors the first excited state cation instead of the ground state cation. Due to the symmetry of the cation first excited state, its recombination dipole is approaching zero. This dark state leads to a strong suppression of the harmonic yield at the inner turning point. This work was the first experiment in time-resolved molecular dynamics probed using high harmonic generation, and demonstrated that strong field ionization in HHG can access multiple molecular orbitals.

**Radiation femtochemistry [10, 14, 18]**

In a series of experiments in collaboration with Robin Santra from Argonne National Laboratory and Lew Cocke from Kansas State University, we made the first use of high-brightness, high repetition-rate high-order harmonic light in conjunction with a COLTRIMS momentum imaging apparatus. In this work, we were able for the first time to observe directly the chemical dynamics initiated by ionizing radiation i.e. *radiation femtochemistry*. This work immediately yielded new and unanticipated findings, exploring dissociation dynamics in highly excited states of N₂ and O₂ molecules. These experiments are uniquely suited to the use of HHG light sources, and explore new science that cannot be accessed using other approaches.

In an earlier experiment, we used soft-x-ray beams generated by high harmonic upconversion to photoionize an N₂ molecule, creating highly excited N₂⁺ ions. A strong infrared pulse was then used to probe the ultrafast electronic and nuclear dynamics as the molecule explodes. We found that significant fragmentation occurs through an electron shakeup process, in which a second electron is simultaneously excited during the soft-x-ray photoionization process. During fragmentation, the molecular potential seen by the electron changes rapidly from nearly spherically symmetric, to a two-center molecular potential. Our approach can capture in real time and with Å resolution the influence of ionizing radiation on a range of molecular systems, probing dynamics that are inaccessible using other techniques. The direct observation of molecular dynamics initiated by x-rays had been hindered to date by the lack of bright femtosecond sources of short wavelength light.

More recently, we performed a similar experiment on oxygen molecules with dramatically different results. In this case, the 43eV EUV photon ionizes the molecule and also super-excites O₂⁺ to a shake-up state that lies above the double ionization threshold. In past work however, Eland had observed a delayed ejection of the second electron - but the reason for the delay was not understood.

---

**Figure 2:** (A) Experimental setup in which a soft x-ray beam photoionizes the O₂ molecule while an IR probe beam ionizes the second electron before it is ejected by the ion. (B) COLTRIMS reaction microscope setup. (C) Schematic of the multistep photoionization, excitation and autoionization of O₂. Autoionization is forbidden until the autoionizing state emerges as a negative-binding energy Feshbach resonance at the internuclear separations of 30 angstroms or greater. (*Science* **322**, 1081 (2008).)
We therefore monitored the breakup of the Coulomb-exploding O\(^+\) fragments in coincidence with the ejected electron. We found that the autoionization of the (O\(^+\))\(^*\) takes place only around the Frank-Condon region and quickly becomes energetically forbidden during the dissociation. Once the internuclear distance reaches 30 Å or greater, ionization is again energetically allowed and the ionized molecule can fall apart. In addition to uncovering a complex and surprising molecular fragmentation mechanism, our results were also the first to detect the birth of a negative binding energy Feshbach resonance in an atom. Prior to this work, negative binding energy states were thought to exist only in ions.

**Understanding high harmonic generation from molecules [3, 6, 12, 13, 19]**

Recent advances in experiment and theory now make it possible to monitor the amplitude, phase, and polarization state of HHG emission from molecules, over a broad range of harmonic orders. This leads to the intriguing possibility that HHG might have potential as a broadband attosecond-resolution probe of molecular dynamics. However, to achieve this, significant refining and benchmarking of both theory and experiment will be needed. In past work we made the first direct observation of the phase shift in high harmonic emission from molecules that results from the orbital structure. Our work confirmed very directly, through observation of an orientation-dependent π phase shift in the emission, that a simple two-charge center model for molecules with antisymmetric orbitals such as CO\(_2\) does correctly predict the HHG emission phase. However, we observed no phase shift in the HHG emission from molecules with symmetric orbitals such as N\(_2\). We also observed for the first time an effect that goes beyond the simplified model of molecular recollisions—the dispersion of a recolliding electron wavepacket as it returns to a molecular ion following strong field ionization. The influence of the molecular potential can clearly be observed in our data, indicating that a plane wave approximation for the returning electron wavepacket is not sufficient to describe HHG from molecules.

In very recent work, we made the first observation of elliptically polarized harmonic emission from molecules driven by linearly-polarized light. This change in polarization of the HHG field compared with the driving laser field can only occur if there is emission from more than one dipole, so that multi-electron effects (including contributions from more than the HOMO orbital) are important when considering harmonic generation from molecules. This result also provides a means for generating elliptically polarized harmonic beams.

**Direct Measurement of the angular dependent ionization cross-section for single photon ionization of N\(_2\) and CO\(_2\) [15]**

In work done in collaboration with Steve Pratt from ANL, we combined the use of a state-of-the-art high-harmonic ultrafast soft x-ray source with field-free dynamic alignment, allowing us for the first time to map the angular dependence of molecular photoionization yields for a non-dissociative molecule. The observed modulation in ion yield as a function of molecular alignment was attributed to the molecular-frame transition dipole moment of single photon ionization to the X, A and B states of N\(_2^+\) and CO\(_2^+\). We found that that the transition dipoles for single photon ionization of N\(_2\) and CO\(_2\) at 43eV have larger perpendicular components than parallel ones. A direct comparison with published theoretical partial wave ionization cross-sections confirm these experimental observations—our results were the first experimental data to allow such comparison with theory for bound cation states. The results provide the first step towards a novel method for measuring molecular frame transition dipole matrix elements.

**Progress in other DOE-funded collaborations [1, 2, 4, 5, 7 - 9, 16, 20 – 22]**

In work done in collaboration with Keith Nelson at MIT, we probed thin film thermoacoustic responses and nano-scale thermal transport using spatially coherent EUV beams. In work done in collaboration with Jorge Rocca at Colorado State University, we significantly extended the energy range of high harmonic generation from Ar ions to 550eV. We also demonstrated full phase matching in Ar, Ne and He at energies of 100eV, 200eV and 330eV for the first time. We also developed new phase matching schemes for the hard-x-ray region.
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Program Scope

We are investigating phenomena that stem from the many body dynamics associated with ionization of an atom or molecule by photon or charged particle. Our program is funded through the Department of Energy EPSCoR Laboratory Partnership Award in collaboration with Lawrence Berkeley National Laboratory. We are using variations on the well established COLTRIMS technique to measure ions and electrons ejected during these interactions. Photionization measurements take place at the Advanced Light Source at LBNL as part of the ALS-COLTRIMS collaboration with the groups of Reinhard Dörner at Frankfurt and Ali Belkacem at LBNL. Additional experiments on charged particle impact are conducted locally at Auburn University where we are studying dissociative molecular dynamics following interactions with either ions or electrons over a velocity range of 1 to 12 atomic units.

Recent Results


We recently published results in Physical Review Letters [pub2] that demonstrate for the first time the ability to simultaneously measure the full momentum vectors of both a low energy (~1 eV) photoelectron and a energetic (~800 eV) Auger electron over 4\(\pi\) solid angle following core-level photoionization by a single photon. This ability to directly measure the angular relationship between the two particles in the Ne\(^{2+}\) continuum revealed an interesting effect. Specifically, the photoelectron flux along the direction of the subsequent Auger electron is not diverted, as one might expect in a two-step description of photoionization followed by Auger decay. Rather, the photoelectron flux appears to simply be lost along the small fraction of solid angle near the Auger emission direction.

Figure 1: Photoelectron energies. The closed circles (●) of the right hand peak are photoelectrons measured in coincidence with Ne\(^+\) ions and corresponding to direct photoionization with no PCI. The solid line is a Voigt fit. The open squares (□) of the left hand peak are photoelectrons measured in coincidence with Ne\(^{2+}\) ions and corresponding to photoionization followed by an Auger decay. The dashed line is the CTMC calculation by Robicheaux. The short vertical markers indicate recapture-remission lines.

Presented here are two figures from the article that demonstrate the power of the technique as well as the effect described above. Figure 1 shows the distribution of electrons for two final charge states of Ne. In the case of Ne\(^+\), the photoelectrons emerge with energies given by the photon energy minus the ionization potential, and are spread by the width of the Ne(1s) hole and the experimental resolution. The electrons that correspond to the doubly charged final state of the ion have been shifted in energy by the potential change from 1/r to 2/r upon Auger decay.

The primary result from this work is shown in Figure 2, which shows the relative angle between Auger and photo electrons. Within the two-step model, the initial photoelectron flux is diverted away from the Auger emission direction, as is demonstrated in the calculation by Robicheaux. However, in the measurement, we find that the photoelectrons emitted along the Auger direction are not diverted, but rather, they don’t come out at all. This is a strong indication that initial state correlation plays a critical role in this photoionization/Auger process and the 2-step picture of the emission of one electron preceding that of the other doesn’t fit for the small amount of phase space where the two are emitted in the same direction.
Additional curves include the calculation folded with multiple factors of the experimental resolution to test if the difference is an instrumental effect.

Figure 2: Distribution in cosine of the angle between the Auger electron and photoelectron. Closed circles (●) represent experimental data. Dashed and solid lines correspond to a two-step CT MC calculation (Robicheaux), including cases where the experimental resolution has been folded into the calculation. The calculation clearly shows a redistribution of photoelectron flux, while it can be seen from the data the flux is actually lost.

2. Double Auger Decay of Neon Following by Core-level Photoionization

There is a small probability (~6%) that the Ne(1 s⁻¹)⁺ hole state will decay via double Auger electron emission. In this decay channel, the final state includes the photoelectron, two Auger electrons and the residual Ne³⁺ ion. We have recently performed an experiment to measure the angular correlation between the three continuum electrons. This measurement might allow, for example, a study of how the relationship between the photoelectron momentum and the momentum sum of the two Augers as a function of the energy sharing between the two electrons, which would lead to significant further insight into the roles of initial- and final-state correlation in core-photoionization. Data are currently being analyzed and we anticipate results soon.

Specifically, we have measured three electrons e⁻ and a recoiling Ne³⁺ ion in coincidence following the core-photoionization of neon. Recognizing that the two-step interpretation is at heart of this investigation, we still use this model to describe the process:

\[
\text{Ne} + h\nu(870-890\text{eV}) \rightarrow \text{Ne}(1s⁻¹)⁺ + e⁻_{\text{photo}} \quad (\text{photoelectron emission})
\]

\[
\text{Ne}(1s⁻¹)⁺ + e⁻_{\text{photo}} \rightarrow \text{Ne}(1s⁻¹)³⁺ + e⁻_{\text{photo}} + e⁻_{\text{Auger}} + e⁻_{\text{Auger}} \quad (\text{Double Auger decay})
\]

The aim is to explore the entangled angular distribution of the three emitted electrons with respect to one another. Such a simultaneous vector momentum measurement of the three continuum electrons will likely enable a deeper understanding of the relaxation processes in excited atoms. Described below is the physics we plan to investigate as analysis of the data progresses.

**Goal 1: Investigation of the correlated Auger-electron emission.** We are exploring, for example, the simultaneous angular and energy correlation between the two Auger electrons to deepen our understanding of this highly-correlated decay pathway. We suspect that the double-Auger decay is in many ways similar to the well-documented direct double photoionization (one photon in, two electrons out) of say, helium. For roughly equal energy sharing, there might be a strong correlation between the two Augers as in a knock-out type mechanism; and for strongly asymmetric energy sharing, there might be little or no correlation between the two electrons as in a shake-off type mechanism.

**Goal 2: Understanding the role of initial and final state correlation in core-level photoionization.** As discussed above, one primary motivation of the experiment is to shed further light on the breakdown of the two-step model describing photo-ionization and (possibly) successive Auger-decay. A strong initial-state effect might be observed in the correlation between the sum momentum of the two Augers and the photoelectron. It might be that such an effect is observed to vary with different energy sharing between the Augers.

3. Investigating Asymmetries in the HD⁺(1sσ) Branching Ratio through Collisions with Electrons

We have built an electron-molecule collision experiment that uses a pulsed COLTRIMS technique that allows for momentum imaging of molecule fragments after dissociative ionization by electrons with energies from 10e V to 2000 eV. Preliminary experiments focus on isotope effects in the dissociative ionization of HD based on prior work by Ben-Itzhak and coworkers for ion impact [ref 1]. A beam from a
pulsed electron gun passes through a diffuse target, followed by a synchronized electric field pulse which extracts the ions to a multi-channel plate detector with delay-line anode.

Figure 3 shows data from initial measurements. The shoulder to the left of the H\(^+\) peak arises from fast protons from H\(_2\)O contaminant as well as dissociation of HD\(^2+\) and D\(_2\)\(^2+\). The secondary D\(^+\) peak arises from energetic dissociation events that are inaccessible for the low energy impact case. Currently we are unable to clearly isolate the dissociative channel of interest due to background effects from water and contaminant H\(_2\) and D\(_2\) in the target gas. We have begun work on a new apparatus that incorporates a localized gas jet for a target, which will allow for full momentum imaging of the molecule fragments and a substantially better separation from background. In the meantime the present apparatus is being rebuilt to accommodate a larger detector and a spectrometer designed for fragment-fragment coincidences in multiply ionizing electron-molecule collisions.

**4. Orientation Dependence in the Double Ionization of HD Molecules by Fast Ions**

We are currently studying the level of orientation isotropy in the dissociative double ionization of HD molecules by fast ions as a function of projectile velocity. The light ions used to doubly ionize ground state HD molecules originate at the Auburn University Accelerator, which is capable of producing ions with velocities ranging from 1 to 13 atomic units.

Figure 4: Fragment coincidence spectrum. The enlarged view shows the three species in the equilibrium target gas: HD, H\(_2\) and D\(_2\). This spectrum also shows coincidences from background gases H\(_2\)O, N\(_2\) and O\(_2\).

Previous studies have shown that the fragmentation of neutral hydrogen molecules by ion impact sometimes exhibit angular dependencies akin to Young’s double slit experiment. These quantum mechanical effects have been observed in capture or transfer ionization [ref 2] as well as in double ionization [ref 3]. A similar experiment on the ground-state dissociation following single ionization [ref 4] showed no such angular dependence. In each case, results were consistent with a simple two-center model that predicts the angular distribution:

\[
d\sigma(\theta) = d\sigma_0 \left[ 1 + \cos(q_z R \cos(\theta)) \right]
\]

Where \(R\) is the internuclear position vector, \(\theta\) is the angle between the molecular axis and the ion beam direction, and \(q_z\) is the longitudinal momentum transfer. The latter is well approximated by the energy transfer divided by the incident projectile velocity \(q_z \equiv Q/v_p\). Because of the velocity dependence of this model, we are in investigating the molecule orientation isotropy for a variety of ion velocities. Preliminary results presented here are for 3 MeV He\(^{2+}\) ions with a velocity of 5.5 au. This initial projectile was chosen for convenience and because the results from [ref 3] are for F\(^{2+}\) ions with a similar velocity (6.3 au).
Figure 4 shows a typical time of flight correlation plot which demonstrates our success in producing our own HD by mixing H$_2$ and D$_2$ with a catalyst. Current results are statistics limited, but we anticipate momentum spectra and molecule angular distributions soon.
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Program Scope:
This project will determine certain properties of chemically significant Uranium and Thorium ions through measurements of fine structure patterns in high-L Rydberg ions consisting of a single weakly bound electron attached to the actinide ion of interest. The measured properties, such as polarizabilities and permanent moments, control the long-range interactions of the ion with the Rydberg electron or other ligands. The ions selected for initial study in this project, U$^{6+}$, U$^{5+}$, U$^{4+}$, Th$^{4+}$, and Th$^{3+}$, all play significant roles in actinide chemistry, and are all sufficiently complex that a-priori calculations of their properties are suspect until tested. The measurements planned under this project should serve the dual purpose of providing data that is directly useful to actinide chemists and providing benchmark tests of relativistic atomic structure calculations. In addition to the work with U and Th ions, which takes place at the J.R. Macdonald Laboratory at Kansas State University, a parallel program of studies with stable singly-charged ions takes place at Colorado State University. These studies are aimed at clarifying theoretical questions connecting the Rydberg fine structure patterns to the properties of the free ion cores, thus directly supporting the actinide ion studies. In addition, they provide training for students who can later participate directly in the actinide work.

Recent Progress:

New ECR Source:
Our first priority this year has been completing the installation of the new 14 GHz permanent magnet ECR ion source at KSU, and of the RESIS beamline where the actinide ion studies will take place. The source was delivered to KSU in January 2008, and planning for its installation began. The old ECR was decommissioned in May 2008, and installation of the new source began in the summer of 2008. The RESIS beamline was completed in October 2008 and the first RESIS signals were observed in early November 2008. Uranium ion beams were first obtained in March, 2009. Over the course of 2009, obtaining source operation at the level specified in the purchase agreement has been a continuing issue. At issue is the intensity of U$^{6+}$ beams. These were specified to be 600 particle nA at a terminal potential of 15 keV, but the maximum intensities obtained to date are about two orders of magnitude smaller. Since the beam intensity is crucial to the S/N in the proposed experiments, we are aggressively pursuing possible improvements.
**Pb$^{2+}$ Study:**

As an initial test of the new RESIS beamline and ECR source, graduate student Mark Hanni carried out a study of Rydberg states bound to the Pb$^{2+}$ and Pb$^{4+}$ ions. This was motivated in part by discrepant reports of the polarizability of the Pb$^{2+}$ ion in the literature, both based on experiment. One report, based on spectroscopy of (6s)$^2$nd levels concluded that $\alpha_d=13.38\,(2)$ [1], while another based on the 6s6p lifetime said $\alpha_d=7.8\,(6)$ [2]. Hanni's data showed clearly that the larger result was correct and that the difference was due to the relatively large polarizability (~6 a.u.) of the closed shell (5d)$^{10}$ Pb$^{4+}$ ion.

The resolved RESIS excitation lines showed structure due to Stark mixing in the upper state of the transition, caused by the presence of a small stray electric field (~0.08 V/cm) in the laser excitation region. This is one of the primary systematic difficulties that will be encountered in the actinide studies, so this warm-up experiment presents a good opportunity to attack this problem on a signal that is relatively easy to observe. Hanni has constructed an electrode structure to be installed in the laser interaction region that we hope will be able to null out fields of this magnitude.

**U$^{6+}$ Study:**

Despite the unsatisfactory U$^{6+}$ beam intensity, we are pushing ahead with a study of Rydberg levels built on this ion, and trying to optimize all other aspects of the experiment. We're focusing initially on the n=55 to n=109 transition, since it is similar to the transition we used to measure properties of the Kr$^{6+}$ ion [3]. The main difficulty in this experiment is the small size of the signals representing excitation of individual L levels in n=55 of U$^{5+}$, expected to be less than 1% of the size of the signal representing excitation of the highest L levels in n=55. Aside from the initial U$^{6+}$ beam intensity, the most important factor limiting signal to noise is the size of background count-rates that compete with the expected small signal. In comparison with the high-L signal, we have found the background to be about a factor of 10 larger with a U$^{6+}$ beam, than with the Kr$^{6+}$ beam. The primary source of background appears to be auto-ionizing Rydberg levels, presumably created when metastable excited levels of U$^{6+}$ capture a Rydberg electron in our Rydberg target. Finding a way to reduce this background promises to be a long-term problem. We have recently obtained preliminary evidence of resolved structure in the 55-109 transition in U$^{5+}$ showing evidence of resolved signals that are approximately 0.7% the size of the high-L peak. Additional improvements in S/N will be required before this study can be completed.

**Ni Rydberg states:**

Many of the actinide studies which we plan involved ions with relatively large angular momentum. The Fr-like U$^{5+}$ and Th$^{3+}$ ions, for example, have $^2$F$^{5/2}$ ground states. This results in a Rydberg fine structure consisting of six eigenstates for each value of L, more complex than any structure we have studied in the past. In order to explore the physics of such complex structures, we began a study of Rydberg states of Ni. Since the Ni$^{+}$ ion has a $^2$D$^{5/2}$ ground state, it's Rydberg fine structure is analogous to that expected in the U$^{5+}$ and Th$^{3+}$ studies. Graduate student Julie Keele has headed up this study, and has nearly completed its initial phase studying the RESIS excitation spectrum from n=9 to n=19 and n=20. Keele has determined the fine structure energies corresponding to 23
of the 24 n=9 levels with 5 ≤ L ≤ 8. Comparing these energies with the polarization model, she determined the three primary core parameters, scalar and tensor dipole polarizability and quadrupole moment.

\[ \alpha_s = 7.90(6) \text{ a.u.} \quad \alpha_t = 1.10(8) \text{ a.u.} \quad Q = -0.4739(15) \text{ a.u.} \]

The spectra also hints at a fourth order tensor structure due to the permanent hexadecapole moment of the Ni\(^{11}\) ion, something that is only possible in ions with J ≥ 2.

**Ba Rydberg K-splittings:**

One puzzling aspect of our measurements of Ba Rydberg structure obtained in 2007 [4] was the interpretation of the indirect spin-orbit splittings between 6snL Rydberg levels with K=L ± 1/2. Others had suggested that these measurements could be used to determine dipole and quadrupole transition probabilities in Ba\(^+\), but the resulting estimates of quadrupole transition probabilities were badly discrepant with theoretical calculations and with other experimental measurements.[5] This suggested that the theoretical framework that had been used to interpret the measurements was incomplete. Graduate student Shannon Woods looked into this and was able to show that higher-order terms in the perturbation description of Ba Rydberg levels must be included to extract reliable estimates of the matrix elements. She calculated the most significant third and fourth-order contributions to the K-splittings and found that they eliminated the discrepancy between measurements and the best theoretical matrix elements[6].

**References**


**Immediate Plans:**

We are continuing to work towards improvements in S/N in the U\(^{6}\) experimental. This involves improvements in ECR output, reductions in background levels, and improved control of the electric environment at the location of CO\(_2\) laser excitation. Our initial goal is to obtain a solid measurement of the polarizability of U\(^{6}\). This first actinide experiment is somewhat more difficult than the Th\(^{4}\) experiment, which will be our second experiment, but considerably less difficult than the planned studies of Fr-like ions Th\(^{3}\) and U\(^{5}\). Our progress in the U\(^{6}\) study will be a good indicator of the future scope of these studies.
The next phase of the Ni study will involve use of microwave spectroscopy to improve the precision of the results. In addition, we will be investigating possible complications in the long-range model of Rydberg fine structure that occur for an ion of this high angular momentum. This will include application of these models to Rydberg levels built on the Fr-like ions Th$^{3+}$ and U$^{5+}$.

**Recent Publications:**


Theory of threshold effects in low-energy atomic collisions

J. H. Macek

Department of Physics and Astronomy, University of Tennessee, Knoxville, Tennessee and Oak Ridge National Laboratory, Oak Ridge, Tennessee
email: jmacek@utk.edu

1 Program scope

Our project is predicated upon the view [1,2,7] that developing methods for highly accurate calculations of ion-atom collisions is a timely task for atomic theory. The interactions are known, they are relatively simple, numerical methods such as the Lattice-Time-Dependent-Schrödinger equation are approaching high accuracy, and cross sections accurate at the 1% level are needed to characterize hydrogen atom beams used in plasma diagnostics.

To achieve high accuracy in numerical calculations it is essential to understand all of the physical processes that occur in time-dependent quantum processes. A second goal of our work is to interpret structure in the electron momentum distribution $P(k)$ and identify essential physical processes involved in ionization. To do this we have developed a method to extract $P(k)$ from time-dependent wave functions that allow us to trace structure in $P(k)$ to structure in atomic wave functions when target and projectile are strongly interacting. In this way, we have found that free vortices are formed in one-electron wave functions. Calculations have shown that these vortices may be observed [2].

We also continue our research into structure related to threshold phenomena. The projects listed in this abstract are sponsored by the Department of Energy, Division of Chemical Sciences, through a grant to the University of Tennessee. The research is carried out in cooperation with Oak Ridge National Laboratory under the ORNL-UT Distinguished Scientist program.
2 Recent progress

Previous work with the Regularized Lattice-Time-Dependent-Schrödinger equation (RLTDSE) method [7] has shown that measured momentum distributions $P(k)$ image coordinate space wave functions according to

$$P(k) = \lim_{t \to \infty} \left| t^3 \psi(r, t) \right|^2_{r=kt}$$  \hspace{1cm} (1)

where it is understood that $r \neq r_Q$ and $r_Q$ is any potential center. This equation, called the "imaging theorem" allows structure in $P(k)$ to be traced to structure in $\psi(r, t)$ at earlier times. Using the RLTDSE method and the imaging theorem we have shown that "holes" in highly accurate momentum distributions are due to free vortices [2]. It was also shown that the vortices are observable, in principle. We have further shown that an exact zero at any point other that at potential centers must be a vortex. Computation of the probability current $w$ near the zero shows that it circulates around the zero and is quantized according to

$$\oint w \cdot dl = 2\pi$$  \hspace{1cm} (2)

confirming that the zeros are actually vortices.

Professor J. S. Briggs has pointed out to us that unexplained minima appear in quite different realms, namely, triply differential cross sections (TDCS) in $(e,2e)$ measurements of electron impact on atomic helium. His theoretical work has shown that there is an exact zero near a measured minima. To analyze this minima for vortex structure we have shown that the imaging theorem can be applied to electron impact ionization of multi-electron targets. For two electrons in the final state and the $He^+$ ion in the ground state we show that

$$\lim_{t \to \infty} t^3 \psi(r_a = k_at, r_b = k_b t, t) = A(k_a, k_b)$$  \hspace{1cm} (3)

$$P(k_a, k_b) \propto |A(k_a, k_b)|^2$$  \hspace{1cm} (4)

where $a$ and $b$ label two unbound electrons in the final state, and energy conservation is understood. The equality holds up to an overall multiplicative constant. To get this result one must suppose that the incident electron is
represented by a wave packet and the $t \to \infty$ limit is taken before the limit of an arbitrarily narrow initial wave packet.

![Figure 1](image)

**Fig. 1.** TDCS for the process $e^- + He \to e^- + e^- + He^+$. (a) TDCS vs one-half the angle between the outgoing electron momenta for equal electron energies of 20 eV in the symmetric geometry. The angle between $k_+$ and the incident momentum $K_i$ is $157.5^\circ$. The dots are experimental data of Murray and Read, normalized to theory at $45^\circ$. (b) Contour plot of the computed $\log|A(k_+, K_{ab})|$ where the x and z labels refer to the components of $k_+$. The arrows show the direction of $\mathbf{w}$.

In general, exact minima for (e,2e) are not expected since measured TCS are incoherent superpositions of singlet and triplet couplings of the two electrons $a$ and $b$ in the final state. For the special case of symmetric geometry with equal energies for the outgoing electrons, only the singlet couplings contributes. Then, there may be exact zeros in the TDCS. Using a 3C correlated final state, as in the previous calculations that found the minimum, we have computed the (e,2e) TDCS for helium targets compared with experimental data in Fig. 1a. The calculations show a minimum similar to the observed minimum.

To check whether this minimum correlates with a vortex we employ momentum variables $k_+ = (k_a + k_b)/2$ and $k_{ab} = (k_a - k_b)/2$ appropriate to the symmetric geometry. A contour plot of the ionization amplitude on a grid in the plane defined by $k_+$ and the incident momentum $K_i$, with the z-axis along the incident momentum and the x-axis in this plane, is shown in Fig. 1b. The plot shows a zero at $k_{+x} = 0.35$ au, $k_{+z} = 0.27$ au whereas the experimental minimum is at $k_{+x} = 0.38$ au, $k_{+z} = 0.16$ au, thus we conclude that the minimum lies close to a zero and is therefore due to a vortex. This is further confirmed by plotting the direction of the velocity $\mathbf{w} = \Im[\nabla k_+ \log A]$ which is seen to circulate around the zero. Integration of the current around
the zero gives $2\pi$ as is should for a first order zero.

Other projects investigate structure that appears in elastic scattering [4,8], charge exchange reactions [3], low energy three-body interactions [3,6] and ionization by positron impact [5]. The threshold ionization cross section obeys the extended threshold law proposed earlier by us and verified by convergent close coupling model calculations. We find some unanticipated structure owing to hidden crossings of hyperspherical adiabatic potential energy curves.

3 References to DOE sponsored research that appeared in 2007-2009

Photoabsorption by Free and Confined Atoms and Ions

Steven T. Manson, Principal Investigator

Department of Physics and Astronomy, Georgia State University, Atlanta, Georgia 30303

(smanson@gsu.edu)

Program Scope

The goals of this research program are: to provide a theoretical adjunct to, and collaboration with, the various atomic and molecular experimental programs that employ third generation light sources, particularly ALS and APS; to generally enhance our understanding of the photoabsorption process; and to study the properties (especially photoabsorption) of confined atoms and ions. To these ends, calculations are performed employing and enhancing cutting-edge methodologies to provide deeper insight into the physics of the experimental results; to provide guidance for future experimental investigations; and seek out new phenomenology, especially in the realm of confined systems. The general areas of programmatic focus are: manifestations of nondipole effects in photoionization; photodetachment of inner and outer shells of atoms and atomic ions (positive and negative); studies of atoms endohedrally confined in buckyballs, C_{60}, particularly dynamical properties. Flexibility is maintained to respond to opportunities that present themselves as well.

Highlights of Recent Progress

1. Confined Atoms

The study of confined atoms is only beginning. There are a handful of theoretical investigations of various atoms endohedrally confined in C_{60}, but not much in the way of experiment as yet [1,2]. Thus, we are conducting a program of calculations at various levels of approximation, aimed at delineating the properties of such systems, especially photoionization, to provide guidance for the experimental community. Among our recent results, we have found that a huge transfer of oscillator strength from the C_{60} shell, in the neighborhood of the giant plasmon resonance, to the encapsulated atom for both Ar@C_{60} [3] and Mg@C_{60} [4]. In addition, a new type of a resonance has been discovered, termed a correlation confinement resonance [5]. Confinement resonances occur in the photoionization of an endohedral atom owing to the interferences of the photoelectron wave function for direct emission with those scattered from the surrounding carbon shell. We have found that the confinement resonances in the dominant subshell cross sections can be transferred to other subshell cross sections via interchannel coupling. And the photoionization of endohedral atoms within nested fullerenes, called buckyonions, has also been investigated [6]. It is found that, as a result of the multi-walled confining structures, the confinement resonances become considerably more complicated.

Considering a Xe atom endohedrally confined in C_{60}, the formation of a new type of atom-fullerene hybrid state was discovered [7]. These dimer-type states arise from the near-degeneracy of inner levels of the confined atom and the confining shell, in contrast to the known overlap-induced hybrid states around the Fermi level of smaller compounds. The wave functions of these hybrid bound states are essentially linear...
combination of a localized atomic state and a delocalized shell state which endows these states with rather different properties from (energetically) nearby states of the system. Specifically, we have found that the photoionization cross sections of these hybrid states exhibit rich structures and are radically different from the cross sections of nearby free atomic or fullerene states.

We have made an initial attempt to consider fast charged-particle impact ionization of atoms, looking at the He@C$_{60}$ system [8]. The motivation here is that there are experimental results in this area, along with a search for the possible existence of nondipole plasmon resonances. Our first results indicate that confinement resonances appear in the ionization of endohedrals by charged particle impact as well as in photoionization.

While these various effects have been calculationally demonstrated in particular cases, their importance in that they are, in fact, quite general and it is expected that they will arise in many confined atom systems.

2. Atomic Photoionization

The study of photoionization of atoms at high resolution leads to results of great complexity. Our effort is to perform state-of-the-art calculations, in concert with high-resolution synchrotron experiments, to understand this complexity. Using our upgraded relativistic Breit-Pauli R-matrix methodology we have completed a study of the four-electron Be isoelectronic sequence [9]. Aside from showing that the calculations produce excellent agreement with experiment for the five different members of the sequence where experiment is available, we have found that relativistic interactions are crucial for quantitative accuracy, even for the lowest member of the sequence; quite surprising for Z=4! In addition, it was found that the calculation must be done with a very fine energy grid, or a significant amount of oscillator strength is omitted owing to the existence of very narrow resonances; our energy grid used steps of about 1 μeV to insure that nothing was missed.

3. Nondipole Effects in Atoms

Up until relatively recently, the conventional wisdom was that nondipole effects in photoionization were of importance only at photon energies of tens of keV or higher, despite indications to the contrary more than 35 years ago [10]. The last decade has seen an upsurge in experimental and theoretical results [11] showing that nondipole effects in photoelectron angular distributions could be important down to hundreds [12] and even tens [13] of eV. Our recent work included a study of Cl$^+$ [14] which revealed that there are strong correlation effects in quadrupole channels, and these effects show up in the nondipole contribution to the photoelectron angular distribution at a level predicted to be measurable at rather low energies. We have also found that spin-orbit-activated interchannel coupling (SOAIC) that was found for the important dipole photoionization in the vicinity of the thresholds for inner-shell spin-orbit doublets [15], is also present in quadrupole channels, and this SOAIC causes significant alteration of the quadrupole matrix elements which translates to a major effect upon the nondipole angular distribution parameters.
**Future Plans**

Fundamentally our future plans are to continue on the paths set out above. In the area of confined atoms, we will perform many-body calculation on charged particle impact ionization of endohedral atoms and free fullerene molecules in an effort to elucidate any new insights inherent in the nondipole channels thus produced. In addition, we shall upgrade our theory to include relativistic interactions to be able to deal with heavy endohedrals with quantitative accuracy. The study of the photodetachment of $\text{C}^-$ shall move on to the photoabsorption in the vicinity of the K-shell edge of the ground $^4\text{S}$ and exited $^2\text{D}$ states in order to understand how the slight excitation of the outer shell affects the inner-shell photoabsorption and to pave the way for experiment, in addition to further study of Na$^-$ and K$^-$ where experiment exists. Further, building upon our previous work, we shall attack the problem of inner-shell photoionization of the Sc atom. Additionally, nondipole effects the inner subshells of Hg will be investigated to try to unravel the combined effects of many-body correlation effects and relativistic interactions. In addition, the search for cases where nondipole effects are likely to be significant, as a guide for experiment, and quadrupole Cooper minima, will continue.

**Publications Citing DOE Support Since November, 2006**
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PROJECT DESCRIPTION
The focus of this project is the continued development, extension, and application of accurate, scalable methods for computational studies of low-energy electron–molecule collisions, with emphasis on larger polyatomics relevant to biological and materials-processing systems. Because the required calculations are highly numerically intensive, efficient use of large-scale parallel computers is essential, and the computer codes developed for the project are designed to run both on tightly-coupled parallel supercomputers and on workstation clusters.

HIGHLIGHTS
Over the past year we have continued to pursue code development and applications related to electron interactions with biological molecules while continuing productive collaborations with experimental groups. Principal developments include:

- A joint experimental/theoretical study of elastic electron collisions with two alcohols, n-propanol and n-butanol
- A joint experimental/theoretical study of elastic and vibrationally inelastic collisions of electrons with gas-phase water
- A joint experimental/theoretical study of dissociative attachment to HCl

ACCOMPLISHMENTS
During 2009, we continued our studies of slow electron interactions with biomolecules by completing work on the straight-chain alcohols from methanol (CH$_3$OH) to n-butanol (C$_4$H$_9$OH). In particular, we wrapped up a combined experimental and theoretical study of n-propanol (C$_3$H$_7$OH) and n-butanol [1], following up on our earlier study of methanol and ethanol [2]. This study was a collaborative effort with the experimental group of Murtadha Khakoo at Cal State Fullerton, who measured differential elastic cross sections, and with experimental and theoretical groups in Brazil, who participated in the measurements and carried out complementary calculations. One interesting result was the observation of f-wave resonances in n-propanol and n-butanol analogous to those previously seen in the corresponding alkanes, propane and butane [3–6]. Similar structures are weakly visible in ethanol [2] and ethane [7–10] but absent in methanol [2] and methane [8,11]. This "family resemblance" between scattering by the alkanes and the alkyl alcohols is somewhat surprising, since replacing an H atom with a polar OH group significantly changes the structure of the target. This work on alcohols is in part driven by a need for basic data relevant to spark ignition of biofuels. Our collaborators at the Brazilian Bioethanol Science and Technology Center are inaugurating experimental and modeling efforts that will make use of such data.

We also carried out calculations on elastic [12] and vibrationally inelastic [13] electron collisions with the most fundamental biomolecule, H$_2$O, again in collaboration with the Khakoo group. Our study of the elastic cross section was motivated by intriguing preliminary results of Khakoo et al. [14]. Using a new experimental technique designed to reduce the normalization uncertainty in the cross section, they measured significantly larger values of the H$_2$O elastic cross section in the ~6–10 eV range than found in earlier experimental [15–18] and theoretical [19–22] work, with significant implications for modeling of electron transport in aqueous media, including living tissue. We carried out our calculations in a very
large one-electron basis set, including many functions distributed on centers surrounding the molecule, and incorporated both an extensive treatment of polarization effects and corrections for scattering by the permanent dipole. However, our calculations did not lead to an increased H$_2$O cross section compared to earlier work; in fact, they are in superb agreement with the most recent and sophisticated prior calculations [21,22]. The true magnitude of the low-energy electron cross section for H$_2$O thus remains unsettled. We followed up this study of elastic H$_2$O cross sections with a combined computational and experimental examination of the cross sections for vibrational excitation [13]. The calculations were done in the adiabatic-nuclei approximation and used a simple two-point quadrature scheme in each normal mode. Despite their simplicity, they produced results in generally good agreement with the measurements in the energy range (∼2–10 eV) where the approximations made were most reliable.

For HCl, we carried out high-level (static–exchange plus polarization in a large basis set) calculations to track the energy and lifetime of the σ$^*$ temporary anion as a function of H–Cl bond length. Collaborators at the Charles University (Prague) and the University of Fribourg used our results in a nonlocal model of dissociative attachment to obtain greatly improved agreement with measured values [23].

**PLANS FOR COMING YEAR**

In the coming year, we plan to complete studies now under way of the RNA base uracil, in which we are studying the effect of coupling between the elastic channel and low-lying triplet states on the third π$^*$ resonance. This calculation has proven quite challenging, but we expect to obtain satisfactory results once certain code improvements are in hand. Those improvements, begun last year and continuing, involve writing scalable parallel replacements for the remaining sequential programs in our main code suite. In the past year we implemented a parallel solver for our linear equations, leaving one remaining step to parallelize. We will also explore using graphics processors (GPGPUs) to accelerate key computational kernels in our parallel scattering code.

We also plan to study resonant electron scattering by ethyl vinyl ether, looking at the effect of internal rotation on the mixing between C–C π$^*$ and C–O or O–H σ$^*$ orbitals and thus on the dissociative attachment process. Ethyl vinyl ether was chosen as a convenient model system for such indirect DA processes, which may play a role in electron-induced damage to biomolecules. The Khakoo group will carry out supporting measurements of the elastic and DA cross sections.

**REFERENCES**
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PROGRAM SCOPE

We have developed the unprecedented novel Regge-pole methodology and used it for the fundamental understanding of the mechanism of near-threshold electron attachment in electron-atom elastic scattering as Regge resonances through the calculation of the total cross sections (TCSs) and the Mulholland partial cross sections. Dramatically sharp resonances are found to characterize the near-threshold electron-atom collisions, whose energy positions are identified with the binding energies (BEs) of the anions (ground and excited) formed during the collisions. From the near-threshold elastic TCSs accurate BEs of tenuously bound (BE < 0.1 eV), weakly bound (BE < 1 eV) and complicated open d- and f-sub-shell as well as strongly bound (BE > 1 eV) negative ions can be extracted, requiring no a priori knowledge of their values whatsoever.

The development and application of the Random Phase Approximation with Exchange (RPAE) method to atoms (ions) with unfilled sub-shells continue. The theory has also been extended to open-shell outer-shell and inner open-shell atoms (ions) and applied to photoionization, including A@C60. Methods are developed for calculating the generalized oscillator strength, useful in probing the intricate nature of the valence- and open-shell as well as inner r-shell electron transitions. Standard codes are used to generate sophisticated wave functions for investigating CI mixing and relativistic effects in atomic ions. The wave functions are also used to explore correlation effects in dipole and non-dipole studies.

SUMMARY OF RECENT ACCOMPLISHMENTS

Sub-Project 1: Regge Resonances in Low-Energy Electron Elastic Cross Sections for Complex Atoms: Manifestations of Stable Ground and Excited Anions

The knowledge of low-energy collisions of atoms and ions is essential for the exploration of the physics of the cooling and trapping of gaseous atomic ensembles and in the investigation of cold plasmas [1]. Electron-electron correlations and core-polarization interactions are the physical mechanisms that are responsible for the existence and stability of most negative ions. The form of temporary negative ionic states as resonances and their properties define the mechanism through which low-energy electron scattering deposits energy and induces chemical transitions [2]. Shape resonances are useful for interpreting electron-induced chemical processes resulting in negative ion production [2, 3], and the Ramsauer-Townsend (RT) minima are important inter alia in understanding sympathetic cooling and the production of cold molecules from natural fermions [4]. The understanding of chemical reactions involving negative ions requires the knowledge of accurate binding energies (BEs) [5] which in turn influence the fine-structure of weakly bound anions [6].

A.1 Differential Cross Sections for Low-Energy Electron Elastic Scattering by Lanthanide Atoms: La, Ce, Pr, Nd, Eu, Gd, Dy and Tm

Elastic differential cross sections (DCSs) in angle of electron scattering by the representative lanthanide atoms La, Ce, Pr, Nd, Eu, Gd, Dy and Tm have been calculated in the electron impact energy range $0 \leq E \leq 1$ eV [7]. Additionally, the DCSs in electron impact energy are also presented at scattering angles $\theta = 0^\circ$, $90^\circ$ and $180^\circ$ for unambiguous identification of the binding energies (BEs) of the negative ions formed during the collisions as resonances. The shape resonances and the DCSs critical minima are
identified as well. A Thomas-Fermi type potential incorporating the vital core-polarization interaction is used for the calculations. Dramatically sharp resonances are found to characterize the near-threshold electron elastic DCSs, whose energy positions are identified with the BEs of the resultant negative ions. A new procedure is suggested for measuring reliably the BEs of tenously bound (BE < 0.1 eV), weakly bound (BE < 1 eV) and complicated open d- and f-sub-shell negative ions through the elastic DCSs both in scattering angle and electron impact energy.

A.2 Formation of Excited Anion Bound States in Low-energy Electron Elastic Scattering from Ge, Sn and Pb Atoms: Benchmarking Regge-pole Analysis

Here the recent Regge-pole methodology [8], used with a Thomas-Fermi type potential incorporating the crucial core-polarization interaction, is first benchmarked on the accurately measured BEs of the excited bound states of the Ge¯ and Sn¯ anions [9] through the BEs of these anions that are extracted from the Regge-pole calculated TCSs. Then we extract the BE of the excited bound state of the Pb¯ negative ion from the resonances in the calculated TCS using the Regge-pole methodology. The obtained BEs for the excited states of the Ge¯ and Sn¯ anions [10] agree excellently with those of the measurements [9]; the BE for the excited Pb¯ anion requires experimental verification. It is further demonstrated that these BEs can also be extracted directly from the DCSs at the scattering angles θ = 0°, 90° and 180°, giving experimentalists a new simple and direct approach to measuring the BEs of excited bound anion states.

A.3 Excited Anions in Low-energy Electron Collisions with Lanthanide Atoms

The recent Regge-pole methodology [8] has been benchmarked on the accurate BEs of the excited Ge¯ and Sn¯ anions [9] through the BEs extracted from the Regge-pole calculated elastic TCSs. The method is then used to explore in the near-threshold energy region, E < 0.20 eV, possible electron attachment to the lanthanide atoms resulting in the formation of weakly bound excited anions as Regge resonances. The resultant elastic TCSs are found to be characterized by extremely narrow resonances whose energy positions are identified with the BEs of the excited anions formed during the collision. The obtained BEs for the excited lanthanide anions are contrasted with the most recently calculated electron affinities (EAs) (ground state BEs), concluding that the EAs for the Pr, Sm, Tb, Dy, Ho, Er, and Tm anions [11] may in fact correspond to BEs and definitely not to EAs as claimed [11]. Formation of excited anions is identified in the elastic TCSs of all the lanthanide atoms including Hf, except Eu. The results challenge experimentalists and theoreticians alike since these anions are mostly tenously bound.

A.4 Low-energy Electron Elastic Collisions with Au and Pt Atoms: Creation of Excited Anions

Low-energy E < 1 eV electron elastic scattering from Au and Pt atoms is investigated using the recent Regge pole methodology, first benchmarked on the accurately measured BEs of the excited bound states of the Ge¯ and Sn¯ anions [9] through the BEs of these anions that are extracted from the Regge-pole calculated elastic TCSs, to search for the possibility of forming and observing stable excited anions as Regge resonances manifesting stable bound excited Au¯ and Pt¯ anions. The crucial core-polarization interaction essential for the existence and stability of most negative ions is accounted for through the Thomas-Fermi type potential. From the characteristic extremely narrow resonances in the elastic total and Mulholland partial cross sections we identify for the first time ever two excited anion states for each of Au¯ and Pt¯ anions and extract their BEs [12]. Ramsauer-Townsend minima and shape resonances are determined as well. The calculated DCSs using a partial wave expansion also yield the binding energies.

Sub-Project 2: RPAE Photoionization of I+ and Ce3+ Ions

The RPAE method, which allows for the inclusion of both intra-shell and inter-shell correlations has been developed by our group for atoms (ions) with an outer open-shell or with an inner open-shell. For Ce3+ it includes inter-shell coupling between the Ce3+ and the various discrete-continuum transitions. The photoionization of the I+ ion in the energy range of the 4d giant resonance has been studied using our
recently developed RPAE method. Phot ionization cross sections for the I\(^+\) 4d-epsilon f, epsilon p, 5s-epsilon p and 5p-epsilon s, epsilon d have been obtained for each term of the ground state [13]. Calculations include all the intra-shell and inter-shell coupling among the 4d, 5s, and 5p sub-shells. Our calculated cross section maximum of 23.12 MB at 90.24 eV for the I\(^+\) 4d giant resonance agrees excellently with the recently measured value of 23(3) at 90 eV.

The photoionization of the Ce\(^{3+}\) - Ce\(^{4+}\) process has been studied using the RPAE method in the energy region 100-150 eV [14]. Comparison of our results with the recently measured data [15] confirms the suppression effect of the carbon cage in the endohedral fullerene Ce@C\(_{82}\)\(^+\) photoionization. The reasons for the cause of the confinement resonance and the suppression effect have been discussed.

Sub-Project 3: Fine-structure energy levels, oscillator strengths and lifetimes in Positive Ions

A.1 Fine-structure energy levels and radiative rates in Al-like Copper

We have performed large scale CIV3 calculations of excitation energies from ground state for 97 fine-structure levels as well as of oscillator strengths and radiative decay rates for all electric-dipole-allowed and intercombination transitions among the fine-structure levels of the terms belonging to the lowest configurations of Cu XVII [16]. These states are represented by very extensive CI wave functions obtained with Program CIV3. The important relativistic effects in intermediate coupling are incorporated by means of the Breit-Pauli Hamiltonian. The mixing among several fine-structure levels is found to be so strong that the correct identification of these levels becomes very difficult. The results are expected to be useful to experimentalists in identifying the fine-structure levels. We also predict new data for many fine-structure levels.

A.2 [Ti II] lines observed in \(\eta\) Carinae Sr-filament and lifetimes of the metastable states of Ti\(^+\)

Forbidden (E2 and M1) transitions among the lowest 37 fine-structure even parity levels of Ti II have been evaluated using Program CIV3 in a CI calculation in which relativistic effects are accounted for through the full Breit–Pau li interaction in the Hamiltonian matrix. Our gA values have been compared with those observed in the \(\eta\) Carinae Sr-filament and good agreements are obtained for the calculated and observed lifetimes of a few metastable states have been obtained [17]. It is found that single and double core–valence correlation between the \(n = 3\) and \(4\) complexes are needed for well-converged results. The significance of the results is in the context of the recent experimental discovery of the impact of collisional repopulation and quenching of metastable states on their lifetime measurements.

FUTURE PLANS

The development and application of the CAM theory continue, particularly in chemical reactions and electron-atom/ion collisions. From the sharp resonances in the near-threshold electron elastic scattering TCS’s, reliable BEs for tenuous bound and complicated atoms can be extracted through the close scrutiny of the imaginary part of the CAM value. Other research activities, such as GOS and photoionization of inner-shell of open-shell atoms (ions) investigations continue, including the probing of correlations. Extension of the Regge pole approach to the interesting and challenging multichannel case is advancing, including applications to cold collisions and Feshbach resonances.
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Computational tools are developed for the design and analysis of time-domain experiments that employ sequences of femtosecond to attosecond x-ray pulses in order to probe electronic and nuclear dynamics in molecules. Such experiments will be made possible by the new bright coherent ultrafast sources for soft and hard x-rays. The nonlinear response of optical spectroscopy is extended to predict the new resonant measurements. By creating multiple core holes at selected atoms and controlled times it is possible to study the dynamics and correlations of valence electrons as they respond to these perturbations. Electron motions can thus be directly probed with sub femtosecond time scale and atomic spatial resolution.

Two-dimensional x-ray coherent correlation spectra (2DXCS) obtained by varying two delay periods between pulses show off-diagonal cross-peaks induced by coupling of core transitions of two different types. A unified approach for predicting coherent multidimensional optical and x-ray probes for electron correlations and exciton dynamics was developed. The quasiparticle equation of motion approach that has been tested for vibrational excitons in the infrared and valence excitons in the visible has been extended to describe core excitons. This method offers numerous computational advantages compared with the sum over states techniques. Many-body effects in strongly correlated systems are studied by signals that are induced by electron correlations. Coherent nonlinear optical spectra of Wannier excitons in semiconductor nanostructures are used to test the simulation algorithms and laser pulse sequences and gain insights on their x-ray counterparts.

Recent Progress

The coherent multidimensional techniques which originated with NMR in the 1970s have been extended over the past 15 years to the infrared and visible regimes. These advances have dramatically enhanced the temporal resolution from the millisecond to the femtosecond. NMR spectroscopists have developed principles for the design of pulse sequences that enhance selected spectral features and reveal desired dynamical events. Extending these principles to the optical and x-ray regimes offers numerous opportunities for narrowing the line shapes in specific directions, unraveling weak cross-peaks from otherwise congested spectra, and controlling the interferences between quantum pathways. These measurements may be further refined by shaping the spectral and temporal profiles of the pulses. Pulse polarization shaping may lead to unique probes of time-dependent chirality. Common principles which underlie these techniques for coherent spectroscopy of spins, valence electrons, and core electronic excitations, spanning frequencies from radio waves to hard x-rays have been developed. The novel information extracted from these signals for three physical systems is illustrated in Fig.1. The first application demonstrates how attosecond resonant core spectroscopy may be used to generate core excitations that are highly localized at selected atoms. Such signals can monitor the motions of valence electron wavepackets in real space. In the second system, spectra of GaAs semiconductor quantum wells provide a direct look at many-body electron correlation effects. We directly observe specific projections of the many electron wave function, which can be used to test the quality of various levels of computational techniques for electronic structure. The third application is to photosynthetic light harvesting complexes where 2D signals reveal couplings between chromophores, quantum coherence signatures of chromophore entanglement, and energy-transfer pathways.

A new double-quantum-coherence at x-ray tech nique was proposed for probing spatially-separated, spectrally-overlapping core-electron transitions. X-ray four-wave mixing signals generated in the phase-matching direction were simulated for transitions in paranitroaniline and two-ring hydrocarbons substituted with a nitroso group. Here $k_1$, $k_2$, and $k_3$ are the wave vectors of the three incoming pulses in chronological order. This 2DXCS technique provides a background-free probe of couplings between core-electron transitions even for multiple core shells of the same type. This is analogous to homonuclear NMR. Features attributed to couplings between spatially separated core transitions connected by delocalized valence excitations provide information about molecular geometry and electronic structure, unavailable from linear near-edge x-ray absorption (XANES).
Spontaneous and coherent (stimulated) resonant inelastic x-ray Raman-scattering signals were calculated using the Keldysh-Schwinger closed-time path loop and expressed as overlaps of electron-hole wave packets. This attosecond extension of resonant inelastic x-ray spectra (RIXS) was recast in terms of the one-particle Green’s functions and configuration-interaction singles wavefunctions of valence excitations. The latter can be readily obtained from standard electronic structure codes. A many-body Green’s function approach was developed for computing nonlinear x-ray spectra of strongly correlated systems. The response is described in terms of quasiparticles (QP), thereby avoiding the expensive computation of many-electron eigenstates. Instead, signals are calculated by solving equations of motion for a proper hierarchy of dynamical variables. A Bethe-Salpeter approach for two-excitons provides an efficient computational tool. This formalism was applied to predict coherent signals that probe single and two-core-hole states. The one- and two-particle Green’s functions can be obtained from the solution of Hedin-type equations at the \(GW\) level. The simulated resonant x-ray pump probe signal of cysteine is shown in Fig.2.

2D spectroscopy was applied for isolating excitonic Raman coherences in semiconductors. Experimental and simulation results of 2D optical signals in GaAs quantum wells demonstrate how otherwise overlapping Raman coherences may be clearly resolved.

**Future Plans**

Current effort focuses on developing higher-level electronic-structure methods for multiple core transitions and identifying 2DXCS signatures of nuclear dynamics and core migration. Pulse shaping strategies for simplifying 2D spectra will be explored. In our previous studies 2DXCS were simulated by summations over the many-electron states of the valence system with \(N, N+1,\) and \(N+2\) electrons in the presence of zero, one, and two core holes, respectively. The valence and core-excited states were calculated using singly and doubly substituted determinants formed from Hartree-Fock/density functional Kohn-Sham orbitals. The equivalent-core approximation (ECA) was used where the core transitions are described by the valence transitions of the equivalent-core molecule, which has a modified nuclear configuration and an additional electron.

Future applications will employ the Hartree-Fock static exchange approximation (HF-STEX) which has been successfully utilized to predict XANES spectra of molecules. Compared with the ECA, the HF-STEX provides a considerably improved description of the virtual orbitals to which the core electrons are excited.
and a better description of the orbital relaxation effects upon core excitations. In our previous calculations of the 2DXCS signals, the excited-state manifolds with one/two core holes only included doubly-excited configurations, where one electron is excited from core orbital space to valence orbital space, and one within the valence orbital space. The HF-STER includes a new class of singly-excited configurations. Such configurations have close energies to the doubly-excited ECA configurations and will result in new peaks in 2DXCS signals. The HF-STER further allows a low-cost study of intramolecular charge migration. As pointed out by Cederbaum et al., charge migration in large systems such as peptides are due to orbital relaxation and the electron correlation effect. The former are well described by the HF-STER. Electron correlation effects will require a higher level of theory.

The response formalism will be further extended to time-resolved photoelectron spectroscopy (TRPES) which is a powerful tool for probing orbital energies in molecules and crystals. The system is prepared in a nonequilibrium state by a laser pulse, and its subsequent time evolution is probed by detecting the electron generated by a second ionizing pulse. The distribution of the electron kinetic energy reveals the underlying dynamics through its parametric dependence on the time delay. Relaxation of electrons in metals and nuclear motions of molecules have been measured by TRPES. This technique can be viewed as a two-dimensional (2D) spectroscopy since the signals depend on two parameters $S(\varepsilon, t)$. It is possible to extend this to higher dimensions by subjecting the system to sequences of multiple pulses prior to ionization. Using two pump pulses, for example, we get a 3D signal $S(\varepsilon, t_1, t_2)$. The correlation function formalism of nonlinear spectroscopy will be extended to account for electron rather than photon detection. TRPES signals will be recast as the modulus square of transition amplitudes whereas heterodyne detected optical signals are given by nonlinear susceptibilities. The two types of signals will be compared and semiclassical expressions for the vibrational dynamics underlying these signals will be derived.

The technique will be further extended to attosecond electron dynamics. Here the pump ionizes the molecule to create one or several holes (core or valence type). The hole migration can then be probed by a second pulse and detected by either the generated photoelectrons or by directly looking at its absorption. Hole motion is very slow and negligible for deep core states and becomes faster for more shallow holes. While the detection of photoelectrons is more sensitive compared to photons, the two signals are not identical and photon in/photon out measurements are generally complementary to photon in/electron out.

**Publications Resulting from the Project**
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Nonlinear Photoacoustic Spectroscopies Probed by Ultrafast EUV Light
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Program Scope
This project is aimed at direct spectroscopic characterization of phenomena that occur on mesoscopic (nanometer) length scales and ultrafast time scales in condensed matter, including non-diffusive thermal transport and the high-wavevector acoustic phonon propagation that mediates it, complex structural relaxation and the density and shear dynamics that mediate it, and nanostructure therelastic responses. The primary effort in the project is directed toward nonlinear time-resolved spectroscopy with coherent soft x-ray, or extreme ultraviolet (EUV), wavelengths. Time-resolved four-wave mixing, or transient grating (TG), measurements are conducted in order to directly define an experimental length scale as the interference fringe spacing \( \Lambda \) (or wavevector magnitude \( q = \frac{2\pi}{\Lambda} \)) for med by two crossed excitation pulses. \[1\] The dynamics of material responses at the selected wavevector, including thermal diffusing and non-diffusive thermal transport, are recorded through time-resolved measurement of coherent scattering, i.e. diffraction, of variably delay ed probe pulses from the transient grating pattern. Progress in high harmonic generation \[2\] has yielded femtosecond EUV pulses with sufficient energy and focusability for use in TG experiments. EUV probe pulses provide far greater sensitivity than optical pulses to surface acoustic and thermal responses, since the surface modulations change the EUV phase by far more than the optical phase and thereby yield far higher EUV diffraction efficiencies \[3\]. Crossed EUV excitation pulses will produce interference fringe spacings of tens of nanometers, far smaller than is possible with crossed optical pulses, providing access to mesoscopic length scales, very high acoustic frequencies, and non-ballistic thermal transport \[4\].

In complementary measurements \[5\], the frequency rather than the wave vector of an acoustic response is specified by using a sequence of femtosecond excitation pulses at a specified repetition rate, with each pulse thermally driving a single acoustic cycle. In this case the acoustic wave propagates through the sample rather than along the surface, and detection is carried out at the opposite sample surface, i.e. multiple-pulsed excitation is at the front and detection is at the back of the sample. This approach provides access to high-frequency bulk acoustic waves, while the EUV measurements are used to examine surface acoustic waves.

Recent Progress
Several experiments have been pursued recently as a collaboration between MIT, JILA and Erik Anderson at LBL. The first implemented a visible-pump EUV-probe transient grating experiment \[6\]. Visible light was used to create the excitation grating from the backside of a nickel film that was on a transparent substrate, and the response was probed from the front using EUV light. From the resultant data, we extracted the acoustic dispersion of thin nickel films of varying thickness. This information is of interest for basic science, but we have also shown that it is a very accurate measure of thicknesses of films of 10 nm or less.

In a second set of experiments, a new geometry for time-resolved photoacoustic experiments was demonstrated that promises to provide 2-D images of energy absorption and dissipation in nano-
structured materials [7,8]. This geometry is a form of Gabor holography—the first demonstration of time-
resolved holographic imaging using EUV light. The experimental data showed the time-dependent
response of a thin film excited by a simple line-focused laser pulse, and a 2-D image of the surface at a
fixed time after the excitation pulse. This technique is being investigated as a general method for
measuring dynamic processes in nanostructures.

In very recent experiments, we studied ultrahigh-frequency surface acoustic wave propagation in
a series of nickel-on-sapphire nanostructures [9]. A surface acoustic wave was generated by optical
irradiation of a periodic pattern of thin nickel lines and monitored through time-resolved diffraction of an
EUV probe beam. We extended optical measurements of SAW propagation dynamics to frequencies of
nearly 50 GHz—the highest SAW frequencies probed using any optical measurements to date—
corresponding to wavelengths (determined by the nickel period) as short as 125 nm. We also implemented
the first measurement of SAW dispersion in a nanostructure/bulk system. For long acoustic wavelengths,
the propagation speed of the SAW is determined predominantly by the substrate properties. However, for
shorter acoustic wavelengths, the penetration depth decreases and the SAW is increasingly localized in
the nickel, slowing down the propagation speed. The experimental geometry and data are shown in Figure
1. Our results are in excellent agreement with an effective mass model for thin films, modified to account
for the presence of the nanostructure.

Fourier theory of thermal transport considers heat transport as a diffusive process where energy
flow is driven by a temperature gradient $q \propto -\nabla T$. However, this expression is not valid at length scales
smaller than the mean free path for the energy carriers in a material, i.e. the phonon mean free path in an
insulator. In this case, heat flow will become “ballistic” - driven by direct point-to-point transport of
energy quanta. Past experiments have demonstrated size-dependent ballistic thermal transport through
nanostructures such as thin films, superlattices, nanowires, and carbon nanotubes. The Fourier law also
breaks down in the case of heat dissipation from a nanoscale heat source. However, despite considerable
theoretical discussion and practical importance, non-Fourier heat transport away from a nanoscale heat
source has not been experimentally observed to date. Our EUV probing of nickel/sapphire samples has
yielded the first observation and quantitative measurements of the transition from diffusive to ballistic
thermal transport from a nanoscale hotspot. We measured a significant (as much as 3 times) decrease in
energy transport away from the nanoscale heat source compared with Fourier law predictions [10-12].
This finding could have significant impact on the thermal management and reliability of emerging
nanostructures. Essentially, heat flowing from a nanoscale source should be thought of as emerging
from a larger region, with a size corresponding to the phonon mean free path in the substrate. Our results
show that the Fourier law can be corrected to describe energy dissipation from nanostructures into bulk
through a size-dependent ballistic thermal resistance.

Figure 1. (Left) Set up for dispersion measurements of ultrafast surface acoustic wave in a nickel on sapphire nanostructure using an optical pump and EUV HHG probe. (Right) Measured SAW frequency (top) and velocity (bottom) for propagation in two sets of samples with nanopatterned Ni on sapphire. The measured velocity dispersion agrees with an effective mass-loading calculation.
We have developed novel methods for measurement of bulk acoustic waves at high frequencies, recently including shear as well as longitudinal waves [13-15]. Acoustic waves at GHz frequencies play key roles in thermal transport. They also mediate structural relaxation in partially ordered and disordered materials including supercooled liquids. We have made the first measurements of GHz shear waves in glass-forming liquids including glycerol, using femtosecond pulse sequences to excite the waves and a single femtosecond pulse to monitor their propagation through the sample. Figure 3 shows the experimental approach and temperature-dependent results for glycerol at selected frequencies. This frequency range has eluded measurements for shear waves until now, and even longitudinal wave data are available for only a few liquids.

**Figure 2.** (left) Thermal transport across a nanoscale interface. Schematic illustrating the difference between diffusive and quasi-ballistic thermal transport across an interface. When the lateral dimension of the interface is smaller than the phonon mean free path in the substrate, the Fourier diffusive heat equation breaks down. (right) Measured effective thermal resistivity for nickel nanostructures of width L deposited on fused silica (blue hollow dots) and sapphire (red solid dots) substrates. The blue and red dotted horizontal lines show the bulk resistivity $r_{\text{FB}}$ for data from the fused silica and sapphire substrates. The blue and red dashed curves show model predictions for the ballistic resistivity correction $r_{\text{FB}}\Lambda/L$, with $\Lambda_{\text{FS}} = 2$ nm and $\Lambda_{\text{Sa}} = 120$ nm.

**Figure 3.** (a) Multiple-pulse generation of acoustic waves that propagate through a liquid sample and are detected on the other side. Shear waves are generated using a crystallographically canted photoacoustic transducer film. Measurements are made at different liquid thicknesses to extract the acoustic speed and damping rate. (b) Temperature-dependent results for 4.15 GHz longitudinal waves and 25.0 GHz shear waves in glycerol, detected in a glass substrate by depolarized coherent Brillouin scattering after propagation through the liquid.
Future Plans
We plan to extend EUV study of quasi-ballistic heat transport to a range of complex nanoscale structures, to combine dynamic photoacoustic and photothermal techniques with coherent EUV imaging techniques that we have recently demonstrated [16,17], and to work toward EUV TG excitation as well as probing. Optical multiple-pulse measurements of GHz shear and longitudinal waves will be used for detailed characterization of the acoustic contributions to thermal transport in insulating materials. These experiments will further our understanding of heat transport fundamentals and thermal management at nanoscale dimensions. Shear and longitudinal waves also will be used to elucidate structural relaxation dynamics in supercooled liquids in order to test fundamental theories of the liquid-glass transition [1].
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1 Program Scope

The goal of this project is the control of a single quantum emitter by use of an optical antenna. More specifically, we are developing and studying optical antennas to selectively influence the stimulated emission rate and the excited state lifetime of an electronic multilevel system (atom, ion, molecule, defect center). In the past project period we made use of the high intrinsic optical nonlinearities of metal nanostructures [4] to create a localized photon source [7]. This source was used to locally excite different molecular systems [2].

2 Recent Progress

We demonstrated high-resolution near-field imaging and spectroscopy using the nonlinear optical response of a gold nanoparticle pair as an excitation photon source. Femtosecond pulses of frequencies $\omega_1$ and $\omega_2$ were used to induce a nonlinear polarization at the four wave mixing (4WM) frequency $2\omega_1 - \omega_2$ in the junction of the nanoparticle dimer. The nonlinear response leads to localized photon emission, which is employed as an excitation source for fluorescence and extinction imaging. The principle of this novel imaging technique was demonstrated for samples of fluorescent nanospheres and tubular J-aggregates.

As illustrated in Fig. 1a we attached a gold nanoparticle dimer to the end of a pointed optical fiber. We then irradiated the fabricated dimer antenna with laser pulses of center frequency $\omega_1$ and $\omega_2$, respectively, and monitored the spectrum of the emitted radiation. This procedure helped us to identify suitable dimer antennas for subsequent near-field optical imaging; we retained only antennas that yield a strong third-order response at $\omega_{4WM} = 2\omega_1 - \omega_2$ and a negligible second-order response at $2\omega_1$, $2\omega_2$, and $\omega_1 + \omega_2$. A weak second-order response is indicative for a symmetric dimer antenna, because of its point-symmetry. Representative spectra of the emitted radiation are shown in Fig. 1b,c for two different dimer antennas. In (b) the second-order nonlinear response is clearly recognizable, whereas in (c) it is greatly suppressed.

The laser pulses are generated by a Ti:Sapphire laser providing pulses of duration $\sim 200$ fs, repetition rate of $\sim 76$ MHz, and tunable wavelength of $\lambda_1 = 740 - 821$ nm. This laser also pumps an optical parametric oscillator (OPO) providing pulses of the same duration, and tunable wavelength of $\lambda_2 = 1078 - 1170$ nm. A delay line is used to adjust the time difference between the two excitation pulses. Nonlinear four-wave mixing can be generated only when the two exciting laser pulses are overlapping in time and space. As illustrated in Fig. 1, an objective with numerical aperture $NA=1.3$ is used to focus both laser beams on the surface of a quartz slide, which supports the sample to be imaged. The average input powers for Ti:Sapphire laser and OPO are $\sim 10 - 20 \mu W$ and $\sim 0.5$ mW, respectively.

To determine the required excitation power levels we used a sample with monodispersed red fluorescent nanospheres of 40 nm diameter. The absorption spectrum of the nanospheres has a maximum at $\sim 660$ nm and the corresponding fluorescence spectrum peaks at $\sim 680$ nm. To excite the nanospheres we tune the four-wave mixing frequency to $\lambda_{4WM} = 630$ nm (c.f. Fig. 1c). The dimer antenna is positioned into the foci of the stationary excitation beams, and the sample with the nanospheres is raster scanned underneath the dimer antenna while detecting the fluorescence in the wavelength range of [694-738] nm. Simultaneously, we record the topography of the sample by monitoring the vertical motion of the particle dimer antenna during shear-force feedback.

Fig. 2 shows a sequence of images of the same sample area. (a-d) are optical images that have been recorded sequentially. (e) is the corresponding topography demonstrating that each fluorescent nanosphere
traces out the characteristic profile of the dimer antenna. The excitation intensity of the laser beams $\omega_1$ and $\omega_2$ was gradually increased from (a) to (d). For low excitation intensities the optical contrast is dominated by extinction of the two-photon luminescence (TPL) continuum emitted from the laser-irradiated dimer antenna. This continuum is very weak in the spectra shown in Fig. 1b,c because high excitation intensities have been used.

For weak intensities the ratio of 4WM to TPL becomes small, which explains the dominance of extinction due to the continuum. The TPL contribution span over the entire detection window giving rise to the observed extinction images.

We gradually increase the excitation power until the emitted fluorescence overcomes the TPL background generated by the dimer antenna. It is evident from Fig. 2d that the fluorescence is strongest when the dimer junction is centered over a nanosphere. The excitation fields and the 4WM intensity are strongest at the junction. Furthermore, it can be expected that fluorescence quenching is weakest near the junction of the dimer. Our results demonstrate that 4WM at the junction of a dimer antenna defines a highly localized and effective fluorescence excitation source. The fluorescence excitation can also be temporally controlled by varying the temporal overlap between the excitation pulses. Introducing a small time delay makes the fluorescence emission disappear.

In conclusion, we have demonstrated that the nonlinear response at a gold nanoparticle junction defines a localized, tunable, and narrow-band photon source, which can be employed for high-resolution fluorescence

---

**Figure 1:** (a) Illustration of the experiment. A gold nanoparticle dimer attached to a sharply pointed optical fiber serves as a nonlinear photon source. The nanoparticle dimer is excited by two incident laser beams of frequencies $\omega_1$ and $\omega_2$, giving rise to four-wave mixing (4WM) at frequency $\omega_{4WM} = 2\omega_1 - \omega_2$ generated at the nanoparticle junction. This localized source of radiation is used as a fluorescence excitation source for the sample placed underneath. A near-field fluorescence image is generated by raster scanning the sample and detecting pixel by pixel the emitted fluorescence. Inset: Electron micrograph of a nanoparticle dimer probe. (b,c) Spectra of photons emitted from a ~80 nm symmetrical particle dimer excited by laser pulses of center frequency $\omega_1$ and $\omega_2$. (b) Spectrum corresponding to $\lambda_1 = 765$ nm and $\lambda_2 = 1105$ nm, respectively. Four-wave mixing at the dimer junction gives rise to photon emission at $\lambda_{4WM} = 584$ nm. The smaller peaks correspond to residual second-order processes. (c) Spectrum from a highly symmetric nanoparticle dimer recorded for $\lambda_1 = 821$ nm and $\lambda_2 = 1170$ nm. The second-order response is completely suppressed.
imaging. Since the wavelength of the 4WM signal can be tuned over a wide spectral range, the plasmonic dimer is also ideally suited for local extinction measurements. Because of broadband TPL we are able to observe fluorescence only for excitation intensities above a certain threshold. Additionally, the emitted fluorescence can be turned on and off by controlling the temporal overlap between the excitation pulses. Moreover, the 4WM can be tuned into the absorption band of fluorescent molecules. We anticipate that the ability of switching on and off localized photon sources will find applications in nanophotonics and in active plasmonics.

3 Future Plans

In our future work we will study the possibility of exciting surface plasmon polaritons on bulk metal surface by means of four-wave mixing. This process involves the vectorial addition of the momenta of three incident photons, making it possible to penetrate the light cone and directly couple to the SPP dispersion curve. In parallel, we will develop optimized antenna geometries to independently enhance the stimulated and spontaneous emission rate of single quantum emitters.

Figure 2: Contrast from 40nm fluorescent nanospheres as a function of excitation intensity. All images show the same sample region. The powers of the laser $\omega_1$ and $\omega_2$ has been continuously increased from (a) to (d). The topographic image (e) shows that each nanosphere traces out the characteristic shape of the dimer antenna. At low excitation powers the contrast is dominated by extinction of two-photon luminescence originating from the dimer antenna. At higher excitation powers the contrast is defined by fluorescence emission from the nanospheres. The fluorescence is at a maximum when the nanosphere faces the junction of the dimer antenna. The insets show cross-sections through the nanosphere indicated by the arrows. Scale bar: 600nm.
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Program Scope
This program will study how energy is interchanged in electron-polyatomic collisions leading to excitation and dissociation of the molecule. Modern ab initio techniques, both for the electron scattering and the subsequent nuclear dynamics studies, are used to accurately treat these problems. This work addresses vibrational excitation, dissociative attachment, and dissociative recombination problems in which a full multi-dimensional treatment of the nuclear dynamics is essential and where non-adiabatic effects are expected to be important.

Recent Progress
We have carried out a number of calculations studying low-energy electron scattering from polyatomic systems leading to vibrational excitation and dissociative attachment, and studies of photoionization of diatomic and triatomic molecules. Much of this work has been done in collaboration with the AMO theory group at Lawrence Berkeley Laboratory headed by T. N. Rescigno and C. W. McCurdy. As a result of this collaboration one of my students is doing his thesis work with the AMO experimental group headed by A. Belkacen. He is currently carrying out experiments on dissociative attachment of systems where we have carried out calculations, both on H2O and C2H2.

Dissociative Attachment of Acetylene
In the previous year we studied dissociative electron attachment (DEA) of the acetylene molecule, with the mechanism:

\[ \text{C}_2\text{H}_2 (X^1\Sigma^+_g) + e^-(E) \rightarrow (\text{C}_2\text{H}_2)^*(\text{^3} \Pi_g) \rightarrow \text{C}_2\text{H}^+(1\Sigma^+) + \text{H}(^2\text{S}) \]

We carried out ab initio calculations for elastic electron scattering from acetylene using the complex Kohn variational method and additional quantum chemistry calculations to map out the resonance surface and autoionization width keeping on C-H distance fixed, reducing the problem to three dimensions, the C-CH distance (r), the distance from the other hydrogen atom to the center of mass (R) and the angle in-between them (θ). We then carried out MultiConfiguration Time-Dependent Hartree (MCTDH) calculations [1] to track the dissociation dynamics and obtain the dissociative attachment cross sections. The results of the calculation were described in a paper published in Physical Review A (Publication 6).

More recently, we have performed nuclear dynamics calculations on C2H2 and C2D2 to study the isotope effect in DEA. Our previous calculations at 0K led to an isotopic ratio of the cross section for C2H2 compared to the cross section for C2D2 of \(~28.9\), a factor of 2 higher than recent measurements [2]. Since this reaction proceeds by bending, and this mode is populated at room temperature at which the experiments were performed, the discrepancy was attributed to the contribution of higher vibrational modes. We included the four lowest bending vibrational states that had non-vanishing populations at the experiment temperature of T = 333 K. The resulting
ratio is found to be 17.9 in closer agreement to the experimental value. The results of the calculation were described in a paper submitted to Physical Review A (Publication 8).

**Molecular-frame photoelectron angular distributions following k-shell photoionization**

We report the results of *ab initio* calculations of cross sections and molecular-frame photoelectron angular distributions for C 1s ionization of CO$_2$ and propose a mechanism for the recently observed asymmetry of those angular distributions with respect to the CO$^+$ and O$^+$ ions produced by subsequent Auger decay. The fixed-nuclei, photoionization amplitudes were constructed using variationally obtained electron-molecular ion scattering wave functions. We have also carried out electronic structure calculations which identify a dissociative state of the CO$_2$$^{2+}$ dication that is likely populated following Auger decay and which leads to O$^+$+CO$^+$ fragment ions. We show that a proper accounting of vibrational motion in the computation of the photoelectron angular distributions, along with reasonable assumptions about the nuclear dissociation dynamics, gives results in good agreement with recent experimental observations. We also demonstrate that destructive interference between different partial waves accounts for sudden changes with photon energy in the observed angular distributions. The results of the calculation were described in a paper published in Physical Review A (Publication 7).

**Dissociative Electron Attachment to HCN and HNC**

Previously we have carried out studies on DEA of ClCN and BrCN (Publication 3). We have extended these calculations to HCN and its isomer HNC. These molecules are known to be among the initial species that drive synthesis of amino acids in the interstellar media. Previous experimental and theoretical studies have indicated low-lying $\Sigma$ and $\Pi$ resonances. These resonant states are expected to depend on stretching and bending of the molecule and lead to competition (CN$^-$ + H) and (CN + H$^-$) products. We have carried out electron scattering calculation using the complex Kohn variational method as a function of the three internal degrees of freedom to obtain the resonance energy surface and autoionization widths. We used this as input to a dynamics calculation using the MCTDH approach [1]. In contrast to acetylene, instead of bending, the H atom tunnels through the barrier to dissociation. The DEA cross section and branching ratios were compared to available experiment and theory. The results of the calculation are described in a paper submitted to Physical Review A (Publication 9).

**Formation of inner shell autoionizing CO$^+$ states below the CO$^{2+}$ threshold**

Because of the long-range repulsive Coulomb interaction between singly charged ions, the vertical double ionization thresholds of small molecules generally lie above the dissociation limits corresponding to formation of singly charged fragments. This leads to the possibility of forming singly charged molecular ions by photoabsorption in the Franck-Condon region at energies below the lowest dication state, but above the dissociation limit for two singly charged fragment ions. These singly charged molecular ions can emit a second electron by autoionization, but only at larger internuclear separations where the ion falls into the electron+dication continuum. This process has been termed indirect double photoionization. Since these states are characterized by strong configuration mixing and numerous curve crossings, the inner valence regions of molecular ions continues to be a challenging subject both experimentally and theoretically. The AMO experimental group headed by A. Belkacen has carried a kinetically complete experiment on the production of CO$^+$ autoionizing states following inner-valence photoionization of carbon monoxide below its double ionization threshold. Momentum imaging spectroscopy was used to
measure the energies and body-frame angular distributions of both photo- and ejected electrons, as well as the kinetic energy release of the atomic ions. We have carried out *ab initio* theoretical calculations, calculating both the potential energy curves of the superexcited states and well as cross sections and molecular-frame photoelectron angular distributions in order to compare with experiment. This has provided insight into the nature of the molecular ion states produced and their subsequent dissociation into autoionizing atomic (O$^+$) fragments. A paper on this work will be submitted soon to Physical Review Letters. In addition we plan to extend these studies to a similar process observed in water.

**FUTURE PLANS**

**Electron interactions with CF$_x$ radicals**

Previously, we have studied the dissociative attachment of CF, the process, $e^- + \text{CF} \rightarrow \text{F}^- + \text{C}$. It was found not to produce significant F$^-$. The dissociative recombination of the cation CF$^+$ is interesting since ion-pair formation, the process, $e^- + \text{CF}^+ \rightarrow \text{F}^- + \text{C}^+$ is possible. This has been suggested as a possible source of F$^-$ in these fluorocarbon plasmas. Experiments on the dissociative recombination have been carried out on both the ASTRID and CRYRING storage rings [3]. We have performed extensive structure calculations coupled with electron scattering calculations to characterize both the Rydberg states converging to the ground and low-lying excited states of the ion, as well as the resonant states and their autoionization widths as a function of internuclear separation. This data was used in both an MQDT and wave packet study of the dissociative. The results have been compared to the recent experiments and used to explain the experimental results. Our results are in good agreement with the most recent experimental results [4]. A paper on this work will be submitted soon to Physical Review A.

In collaboration with T.N. Rescigno, LBL, we have begun a study of the radical CF$_2$. We have performed fixed-nuclei scattering calculations using the Complex Kohn variational method and extracted the resonance parameters, for each geometry of interest, by analyzing the energy dependence of the eigenphase sums. These preliminary calculations have showed a single resonance at low energy that at the static exchange level is unbound at the equilibrium geometry of the ground state. However, at the relaxed SCF level of calculation, which correctly balances the anion and target correlation and has been used previously with great success to study similar resonances, the anion is bound at the equilibrium geometry. This is in contrast to the R-matrix calculations [5] that show the anion to be unbound at the equilibrium geometry. Studies of the resonance surface and autoionization widths have shown that these change little with changes in the bond angle. Therefore we have treated this system at fixed angle constructing two-dimensional surfaces at both the static-exchange and relaxed SCF level. We are currently using this data as input to a dynamics calculation using the MCTDH approach [1].

**Dissociative Electron Attachment to HCCCN**

Experiments on dissociative electron attachment (DEA) to HCCCN below 12 eV have led predominantly to formation of CCCN$, \text{CN}^-$, HCC$^-$ and CC$^-$ negative ions. It has been concluded that these fragments result mainly from the decay of $\pi^*$-shape resonant state upon electron attachment that involves distortion of the symmetry of the linear neutral molecule. In order to study the dynamics of dissociation in these channels, we subdivided the molecule into three fragments (H), (CC) and (CN); therefore, four internal coordinates consisting in the distances between the center of masses of (H) and (CC) fragments, (CC) and (CN) fragments, the (H)-(CC) angle and the (CC)-(CN) angle are included in the calculation. We have performed electron scattering calculations
using Complex Kohn Variational method to determine the resonance energies and autoionization width for various geometries of the system and construct the complex potential energy surfaces relevant to the metastable HCCCN⁻ ion. The nuclear dynamics is treated using the Multiconfiguration Time-Dependent Hartree (MCTDH) formalism and the flux of the propagating wavepacket is used to compute the DEA cross section relevant to 4 channels in question. There are some limited experimental studies available on this system.

**Dissociative Attachment of Acetylene**

Recent experimental work shows that at a higher energy (>7 eV) the channel, which fragments into C₂⁻ and H₂, becomes open. This reaction proceeds through a higher-lying Feshbach resonance, and involves a dramatic change in geometry to proceed to products. We have begun a series of *ab initio* calculations, with a number of open electronic channels for electron scattering from acetylene using the Complex Kohn variational method. These calculations have shown, not only a series of Feshbach resonances, but also the higher lying shape resonances in the system. More work is needed to study the potential energy surfaces for these states and identify which of these states are involved in the dissociation process. It is possible that more than one state is involved and that interaction between the states must be included. We propose to study this and calculate the multi-dimensional dynamics leading to dissociation.

**REFERENCES**


**PUBLICATIONS**

Project Scope: The primary objectives of this program are to investigate the fundamental physics and chemistry involved in low-energy (1-250 eV) electron interactions with i) condensed films of water co-adsorbed with solvated ions and biologically relevant molecules (i.e. simple nucleic acids, nucleosides and nucleotides), ii) condensed samples of complex biological targets such as deoxyribonucleic acids (DNA) and iii) aqueous solution surfaces and interfaces containing solvated ions and biomolecules. The program concentrates on the important issues dealing with electron initiated damage and energy exchange in the deep valence and shallow core regions of the collision targets. These types of excitations are extremely sensitive to many body interactions and changes in local potentials. The targets we will examine range in complexity from very controlled molecular thin films to realistic biological targets and complicated aqueous solution interfaces. Thus, our proposed investigations should be particularly fruitful in extracting important details regarding the roles of counter ions, interfacial energy exchange, and molecular structure in non-thermal damage of hydrated biological interfaces.

Recent Progress:  
Project 1. The role of resonances in the low-energy electron induced damage of DNA. 
We have continued to examined theoretically the elastic scattering of 5-30 eV electrons within the B-DNA 5' 3CGCGGC3' and A-tract DNA 5'-CGCGAATTGC3' sequences using the separable representation of a free-space electron propagator and a curved wave multiple scattering formalism. We have also extended these studies to smaller oligonucleotides. In our plasmid work, we found that the disorder brought about by the surrounding water and helical base stacking lead to featureless amplitude build-up of elastically scattered electrons on the sugars and phosphate groups for all energies between 5-30 eV. Some constructive interference features arising from diffraction were also revealed when examining the structural waters within the major groove. These appeared at 5-10, 12-18 and 22-28 eV for the B-DNA target and at 7-11, 12-18 and 18-25 eV for the A-tract DNA target. Though the diffraction depends upon the base-pair sequence, the energy dependent elastic scattering features are primarily associated with the structural water molecules located within 8-10 Å spheres surrounding the bases and/or the sugar-phosphate backbone.
The electron density build-up occurred in energy regimes associated with dissociative electron attachment resonances involving the bases, sugars, phosphate groups and inner shell water. The energy also corresponds to direct excitation and dissociative ionization. As shown above in Figure 1, comparison of our experimental data on the number of single and double strand breaks with the scattering calculation implies that compound H₂O:DNA states may contribute to the energy dependent low-energy electron induced break probability. These resonances are likely to have significant contributions from the perturbed \(^2B_1\) and \(^2B_2\) DEA states of water.

**Project 2. VUV detection of neutral molecules produced during low-energy electron scattering with DNA films.**

We have utilized a vacuum ultraviolet (VUV) photon source produced using third-harmonic generation in rare gases to detect the neutral fragments released during the low-energy electron beam induced damage of DNA plasmids physisorbed on graphite substrates. The results generally support the contention that dissociative electron attachment (DEA) resonances localized on DNA sub-units can lead to damage, especially at energies below the ionization threshold. Damage also occurs due to direct dissociative excitation and dissociative ionization.

![Diagram of ultrahigh vacuum system](image)

Figure 2. Schematic of the ultrahigh vacuum system constructed for studies of low-energy electron-induced damage of DNA and biologically relevant molecules. The novel aspects of this apparatus involve the Vacuum Ultraviolet (VUV) light source, a cryogenically cooled sample chamber and a liquid dosing capability. The sample transfer stage can be retracted so that ex-situ gel electrophoresis of the DNA deposit can be carried out. The right-hand side of the Figure shows data on VUV detection of the neutral products desorbed from the surface during pulsed electron-irradiation. The incident electron energy is indicated on the right-hand axis.

Most studies of low-energy electron induced damage of DNA concentrate on DEA channels. These are typically examined by monitoring the negative ion desorption products. Though these are very useful studies, complimentary data on the quantum-state distributions of the neutral yields can assist in the assignments of the resonances and primary pathways involved in DNA damage.

**Project 3. Coulomb explosions at ice and aqueous surfaces.** We have continued our studies of cluster ion production at ice surfaces and have extended these to aqueous
interfaces. Specifically, we have employed a liquid microjet to examine the gas/liquid interface of aqueous salt solutions. Laser excitation at 193 nm produced and removed cations of the form $H^+(H_2O)_n$ and $Na^+(H_2O)_m$ from liquid jet surfaces containing either NaCl, NaBr or NaI. The protonated water cluster yield varied inversely with increasing salt concentration, while the solvated sodium ion cluster yield varied by anion type. The distribution of $H^+(H_2O)_n$ at low salt concentration is identical to that observed from low-energy electron irradiated amorphous ice and the production of these clusters can be accounted for using a localized ionization/Coulomb expulsion model. Production of $Na^+(H_2O)_m$ is not accounted for by this model but required ionization of solvation shell waters and a contact ion/Coulomb expulsion mechanism. The reduced yields of $Na^+(H_2O)_m$ from high concentration (10^{-2} and 10^{-1} M) NaBr and NaI solutions indicate a propensity for Br^{-} and I^{-} at the solution surfaces and interfaces.

We have extended these studies to solutions containing multiply charged ions such as MgCl_{2}. A careful analysis of the spectra shows a similar trend of decreasing protonated water clusters and increasing concentration of cluster ions containing both Mg^{2+} and MgOH^{+}. The MgOH^{+}(H_2O)_m and Mg^{2+}(H_2O)_x cluster ions are likely formed when the Coulomb energy generated at the electron depleted surface during laser irradiation surpasses the solvation energy of the magnesium ion. We have also begun to investigate the complexity associated with hydronium ion formation during photoionization of pure water and the controversy surrounding the behavior of the water/vapor interface. Our investigation involves probing the effect of OH^{-} and H_3O^{+} bulk concentrations on the surface enhancement/depletion of photoionization species.

**Future Work**

The program will continue to focus on the electron interactions with biologically relevant collision partners such as DNA oligomers as well as the building blocks of DNA such as the nucleobases, nucleotides, nucleosides, sugars and phosphates. The program will also continue to focus on how the presence of solvated ions affect scattering resonances and Coulomb processes in the condensed phase. The theoretical work will be extended by using more realistic scattering potentials.
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Energetic Photon and Electron Interactions with Positive Ions
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Program Scope

This experimental program investigates photon and electron initiated processes leading to ionization of positively charged atomic and molecular ions. The objective is a quantitative understanding of ionization mechanisms and of the collective dynamic response of bound electrons in atomic and molecular ions to incident EUV photons and electrons. Monoenergetic beams of photons and electrons are merged or crossed with mass/charge analyzed ion beams to probe their internal electronic structure and the dynamics of their interaction. Of particular interest are highly-correlated processes that are manifested as giant dipole resonances in the ionization of atomic ions and also of fullerene ions, whose unique cage structures characterize them as structural intermediates between individual molecules and solids. In addition to precision spectroscopic data for understanding electronic structure and interactions, high-resolution measurements of absolute cross sections for photoionization and electron-impact ionization provide critical benchmarks for testing theoretical approximations such as those used to generate photon opacity databases. Their accuracy is critical to modeling and diagnostics of astrophysical, fusion-energy and laboratory plasmas. Of particular relevance to DOE are those produced by the Z-pulsed-power facility at Sandia National Laboratories which is the world’s brightest and most efficient x-ray source, and the National Ignition Facility at Lawrence Livermore National Laboratory which is the world’s most powerful laser system. Both facilities are dedicated to high-energy-density science and to fusion-energy research.

Recent Progress

The major research thrust has been the application of an ion-photon-beam (IPB) research endstation to experimental studies of photoionization of singly and multiply charged positive ions using monochromatized synchrotron radiation at the Advanced Light Source (ALS). Coupled with the high photon beam intensity and energy resolution available at ALS undulator beam line 10.0, photoion spectroscopy becomes a powerful probe of the internal electronic structure of atomic and molecular ions, permitting tests of sophisticated structure and dynamics computer codes at unprecedented levels of detail and precision. Measurements using the ALS IPB endstation define the state of the art in energy resolution available to studies of photon-ion interactions in the 20 – 300 eV energy range. This program led the development and continues to have primary responsibility for operation of this permanently installed multi-user research endstation.

Due to their large number of atoms, size and hollow cage structure, fullerene molecular ions are of interest as structural intermediates between individual molecules and solids, and exhibit some of the properties of each. As is the case for conducting solids, their large number of valence electrons may be collectively excited in plasmon modes, whereas the excitation of core electrons is localized and of molecular character.
Unusual physical properties of fullerene molecules containing trapped atoms within their hollow carbon cage structures have been predicted by several recent theoretical studies. Phenomena related to resonant interactions of these so-called endohedral fullerenes with EUV light are just beginning to be tested by experiments. A program of photoionization measurements with endohedral fullerene molecular ion beams was initiated with German collaborators from Giessen (A. Müller and S. Schippers) and Dresden (L. Dunsch). The availability of solid samples in milligram quantities permitted proof-of-principle measurements to be made of photoionization of Sc$_3$N@C$_{80}^+$ and Ce@C$_{82}^+$ with ion beam currents of only a few picoamperes. Both sets of measurements indicated clear signatures of the encaged molecule or atom [5]. Subsequent measurements on Ce@C$_{82}^+$ were successful in quantifying the Ce 4d inner-shell excitation contributions (Figure 1). They suggested a redistribution of the 4d oscillator strength to additional decay channels, and on the basis of accompanying measurements on Ce atomic ions (below), determined the valency of the encaged Ce atom to be +3. A report on this work was published recently in Physical Review Letters [7].

As a reference for the experiments on Ce@C$_{82}^+$, a series of absolute photoionization measurements for atomic ions of the Ce isonuclear sequence (Ce$^+$ through Ce$^{9+}$) was completed in the energy range of the 4d giant dipole resonance (110 – 150 eV). The measurements included single, double and triple photoionization of Ce$^+$, single and double photoionization of Ce$^{2+}$ and Ce$^{3+}$, and single photoionization of Ce$^{4+}$ – Ce$^{9+}$. As the initial ion charge state increases, the transition of 4d excitations from continuum to discrete final 4f states is evident in the measured widths and shapes of the resonance features. This investigation and the measurements on Ce@C$_{82}^+$ constituted the Ph.D. dissertation research of M. Habibi [9], and the results on the Ce sequence have been submitted to Physical Review A for publication [10].
As part of the Ph.D. dissertation research of D. Esteves, an investigation of the n-dependence of photoionization cross sections of fullerene ions C\textsubscript{n}\textsuperscript{+} in the range 30 < n < 90 was initiated. The objective was to explore the effects of size, symmetry and shape of the fullerene cage on the strengths and widths of the collective plasmon modes.

Future Plans

The emphasis of future research will be on photoionization and photofragmentation of fullerene molecular ions, and of so-called endohedral fullerene ions, which contain an atom or molecule trapped within their closed carbon cages. The latter enable studies of the structure and dynamics of atoms under unique boundary conditions, i.e. of an atom confined within a charged spherical shell. A giant resonance near 22 eV results from the collective photoexcitation of a surface plasmon oscillation of the several hundred electrons in the valence electron shells of fullerene molecules and molecular ions, which also exhibit a volume plasmon resonance centered at 38 eV. Decay of these collective excitations is manifested in photoionization of both empty and endohedral fullerene ions, and also in photofragmentation.

Future Plans

• The in situ production of an endohedral fullerene ion beam was demonstrated recently at ALS by passing a 6.22 keV C\textsubscript{60}\textsuperscript{+} ion beam through a gas cell containing Ne, yielding a mass-analyzed beam of 6.0 keV Ne@C\textsubscript{60}\textsuperscript{+}. These developments set the stage for proposed photoionization measurements with endohedral fullerene ions A@C\textsubscript{60}\textsuperscript{+} (A = He, Ne, Ar, Kr, Xe). These experiments will probe the influence of the carbon cage on atomic and molecular resonances associated with the caged atom or molecule, as well as the influence of a caged atom or molecule on the properties of collective plasmon oscillations of the valence electrons of the fullerene molecular ion. Topics of investigation will be theoretically predicted shifts of oscillator strength between the carbon cage and the caged atom due to confinement resonances and the interaction of atomic photoelectrons with the polarized fullerene cage. Other predictions to be explored are so-called giant endohedral resonances in the outer-shell photoionization of caged noble gas atoms, and a splitting of the giant Xe 4d resonance in Xe@C\textsubscript{60} into multiple components due to interference effects.

• Systematic studies are proposed of the relaxation of plasmon oscillations in C\textsubscript{60}\textsuperscript{+} by ejection of an electron, resulting in photoionization, and also by fragmentation, releasing pairs of carbon atom s. Measurements of relative oscillator strengths associated with the surface and volume plasmon oscillations as functions of the number of carbon atoms comprising the fullerene molecular ion C\textsubscript{n}+ are proposed for the range 30 < n < 90. The objective of this study is to explore the effects of symmetry and shape of the fullerene cage on the strengths and widths of the collective plasmon modes. This investigation will constitute part of the Ph.D. dissertation research of D. Esteves.

• In selected cases where indicated by the results, the photoionization and photofragmentation measurements conducted at ALS will be complemented by measurements of electron-impact ionization and fragmentation at UNR. Both the fullerene molecular ions and ions of caged species are prime candidates for such
investigations. The UNR facility provides valuable hands-on experience with ion beams to students as well as opportunities for off-line development and testing.

References to Publications of DOE-Sponsored Research (2007-2009)


Resonant and Nonresonant Photoelectron-Vibrational Coupling
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Program Scope

We investigate how photoelectrons exiting from molecular systems interact with vibrational degrees of freedom. Both resonant and nonresonant photoionization phenomena are studied for systems ranging from diatomics to large polyatomics. High resolution gas-phase photoelectron spectroscopy at the Advanced Light Source generate experimental data, and we employ frozen-core Hartree-Fock single-center expansion calculations to provide a theoretical foundation. The goal is to understand how photoelectrons traverse anisotropic molecular frameworks and exchange energy with vibrations. This research benefits the Department of Energy because the results elucidate structure/spectra correlations that will be indispensable for probing complex and disordered systems of DOE interest such as clusters, catalysts, reactive intermediates, transient species, and related species.

Recent Progress

One normally assumes that vibrational and photoelectron motion are decoupled, which leads to the Franck-Condon approximation. There are two salient predictions of the Franck-Condon principle for our present purposes: (1) vibrational branching ratios – i.e., relative rates of production of alternative vibrational levels within an electronic manifold – are independent of photon energy, and (2) single quantum excitations of nontotally symmetric modes are identically zero. Nonresonant and resonant processes can result in coupling molecular vibration and photoelectron motion, with the result that vibrational branching ratios become dependent on photon energy, and that forbidden vibrations can be excited. However, almost all of the previous work that has been performed on this topic has focused on extremely simple systems (e.g., diatomics), or highly symmetrical systems. We are currently extending these studies to more complex asymmetric systems. We have studied a number of systems, and there are different classes of Franck-Condon breakdown. For example, one case is when the geometry dependence of the transition amplitude is large because there is a resonance whose energy and or width is sensitive to the value of the coordinate, $q$. Another instance of deviation from the Frank-Condon approximation occurs when one of the larger transition matrix elements contributing to a process has a zero as a function of energy, i.e., when there is a Cooper minimum, and when the location of the Cooper minimum varies with $q$. Finally, there can be other $q$ dependent variations of the cross section with energy at high photon energy that can also lead to deviations from the Franck-Condon approximation. Some recent examples of systems we have studied with these different Franck-Condon breakdown modes are considered here.

Branching ratios in the (8σ)⁻¹ ionization of OCS: A resonant case

It is instructive to consider Franck-Condon breakdown for a relatively simple asymmetric system. This helps to illuminate the new scientific insights that might emerge as we shift to the more complex targets. Figure 1 shows theoretical cross section curves for such a system, OCS.
Note that the cross section curves change dramatically with vibrational coordinate $\nu_3$ (primarily the C–O stretch), but not $\nu_1$ (C–S stretch).

![Figure 1. Calculated cross-section curves for the molecule in the equilibrium vs. distorted geometries for all three normal coordinates. These curves were averaged over all orientations of the molecule relative to the incident light.](image)

Modes 1 and 3 and are primarily the C–S and C–O stretches, respectively. ($\nu_2$ is the bending coordinate.) Note the strong dependence of resonance behavior on the C–O bond length (bottom frame), but not on the C–S distance (top frame). This is a simple example showing how the resonant quasi-binding of the photoelectron can have localized effects, and illustrates the rationale of probing asymmetric systems.

![Figure 1 continued](image)

Experimental results were also obtained for OCS, and they agree with the predictions of theory. The key point is that the results shown in Fig. 1 for OCS demonstrate that photoelectron-vibrational coupling can be site-specific in polyatomic molecules. On the other hand, our recent results on C$_6$F$_6$ show that this is not always the case. In the C$_6$F$_6$ case, we showed that the photoelectron becomes quasi-bound as a particle in a delocalized cylindrical well. These contrasting results suggest that it would be useful to study asymmetric targets that will allow tests of how vibrational motions couple to photoelectron motion. More complex molecules provide additional vibrational degrees of freedom, and in this spirit, we suggest that DNA and RNA bases are excellent candidates for such studies. These candidates have the added benefit of being relevant to DNA damage.

**Nonresonant coupling in ICN: Initial state effects**

While the previous example of OCS photoionization shows that it is useful to focus on resonant processes, it is also true – though much less obvious – that it is necessary to consider nonresonant coupling mechanisms. To illustrate this point consider some very recent unpublished data acquired at the HiRAMES (Scienta) apparatus at beamline 10.0.1 on ICN photoionization. In this study, we found that charge transfer from the iodine atom to the CN moiety was strongly coupled to the C–N bond length. Thus, the initial state wavefunction electronic structure is influenced by C–N vibration, thereby leading to an electronic dipole matrix element that depends primarily on this specific vibration. The result is photoelectron-vibrational coupling, and the spectral extent of this Franck-Condon breakdown is very large. Moreover, the qualitative basis for the Franck-Condon breakdown is different than that presented.
for OCS. The experimental data and theoretical results are shown below in Fig. 2, and the agreement is very good.

![Figure 2](image)

Figure 2. Vibrational branching ratio for ICN\(^+\)\((X^2\Pi)\) over a very large energy range. Left hand frame is theory, and right hand frame shows data acquired via photoelectron spectroscopy at the ALS. The different curves correspond to alternative spin-orbit components. Note the wide range of energy spanned by the excursion in the branching ratio (i.e., >60 eV).

The mechanism for the wide-range Franck-Condon breakdown observed for ICN is surprising. It arises from charge transfer between the I-atom and the C–N moiety that is mediated by the C–N bond length. In other words, the initial state wavefunction is changing significantly with C–N distance, and this is verified by examining the cross section for selected high partial waves, as illustrated in Fig. 3.

![Figure 3](image)

Figure 3. Cross section curves for selected partial waves leading to the production of the ICN\(^+\)\((X^2\Pi)\) state. The \(k\sigma l=0\) wave provides a large contribution at low energies, and high very high partial waves in the \(k\delta\) channel, e.g., \(l=10,12\), arise primarily from ejection from the I-atom and have an increasing contribution at higher energies. Each of the family of curves shown corresponds to 5 different configurations along the \(v_1\) vibrational coordinate, \(q_1\). Reduced coordinates are used, and \(q_1=1\) corresponds to the classical turning point in the ground state. Notice that the contributions of the high partial waves depend strongly on the \(q_1\) coordinate (primarily the C-N stretch), and theory shows that this results from the charge transfer from the I-atom to the C-N moiety as the C-N bond length is changed.

**Symmetry breaking for degenerate vibrational modes in BF\(_3\)**

For resonant processes, degenerate vibrational modes are often affected by the trapped photoelectron. We have developed the proper computational framework to treat symmetry...
breaking (degenerate) vibrations for such systems, and have recently applied this theory to BF3. The agreement with experiment is very good, and we will apply these methods will to analogous systems such as C₆F₆, CF₄, and SiF₄.

**Future plans**

Both the OCS and ICN examples presented above show the utility of probing asymmetric systems. Now that we have demonstrated progress with a simple system, we intend to move on to more complex asymmetric targets, including DNA and RNA bases. We also will use the computational insights generated in the recent BF3 studies to analyze degenerate symmetry-breaking vibrations for related systems, such as C₆F₆, CF₄, and SiF₄.

**References**

It the last three years, the following papers have been published based on our DOE funded research, and several more are currently in preparation.


Control of Molecular Dynamics: Algorithms for Design and Implementation
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A. Program Scope

This research is concerned with the conceptual and algorithmic developments addressing control over quantum dynamics phenomena. The research is theoretical and computational in nature, with a particular focus towards exploring basic principles of importance for laboratory studies, especially in conjunction with the use of optimal control theory and its realization in closed-loop learning experiments. This research program involves a set of interrelated components aiming at developing a deeper understanding of quantum control and providing new algorithms to extend the laboratory control capabilities.

B. Research Progress

In the past year several projects were pursued and the results are summarized below.

1. Quantum optimal control of isomerization dynamics of a one-dimensional reaction-path model dominated by a competing dissociation channel [1]. We have carried out quantum wave packet optimal control simulations with intense laser pulses for studying molecular isomerization dynamics of a one-dimensional reaction-path model involving a dominant competing dissociation channel. The intrinsic reaction coordinate model mimics the ozone open-to-cyclic ring isomerization along the minimum energy path that successively connects the ozone cyclic ring minimum, the transition state, the global minimum, and the dissociative asymptote on the ozone ground-state potential energy surface. The molecular orientation of the modeled ozone was held constant with respect to the laser-field polarization and several optimal fields were found that all produce nearly perfect isomerization. The optimal control fields were characterized by distinctive high temporal peaks as well as low frequency components, thereby enabling abrupt transfer of the time-dependent wave packet over the transition state from the open minimum to the targeted ring minimum. We also showed that it is possible to obtain weaker optimal laser fields when a reduced level of isomerization is satisfactory.

2. Landscape of unitary transformations in controlled quantum dynamics [2]. We have considered the control problem of generating unitary transformations, which is especially relevant to current research in quantum information processing and computing. An analysis of optimal control landscapes for unitary transformations has been made from a dynamical perspective in the infinite-dimensional function space of the time-dependent external field. The underlying dynamical landscape has been defined as the Frobenius square.
norm of the difference between the control unitary matrix and the target matrix. A nonsingular adaptation matrix was introduced to provide additional freedom for exploring and manipulating key features, specifically the slope and curvature, of the control landscapes. The dynamical analysis reveals many essential geometric features of optimal control landscapes for unitary transformations, including bounds on the local landscape slope and curvature. Close examination of the curvatures at the critical points shows that the unitary transformation control landscapes are free of local traps and proper choices of the adaptation matrix may facilitate the search for optimal control fields producing desired unitary transformations.

3. **Topology of the quantum control landscape for observables**[3] We have made a detailed analysis of the critical topology of the quantum control landscape for observables. The optimization of the expectation value of an observable can be viewed as a directed search over a quantum control landscape. The attainment of the global extrema of this landscape is the goal of quantum control. Local optima will generally exist, and their enumeration is shown to scale factorially with the systems effective Hilbert space dimension. We have found that a Hessian analysis reveals that these local optima have saddlepoint topology and cannot behave as suboptimal extrema traps. The implications of the landscape topology for practical quantum control efforts are discussed, including in the context of nonideal operating conditions.

4. **Laser-pulse photoassociation in a thermal gas of atoms**[4,5] We have presented a nonperturbative treatment for laser-pulse-driven formation of heteronuclear diatomic molecules in a thermal gas of atoms. Based on the assumption of full controllability, the maximum possible photoassociation yield has been obtained. A one-dimensional model was used for calculating the photoassociation probability as a function of the laser parameters as well as for different temperatures. The dependence of the photoassociation yield on the laser frequency and amplitude reveals complex patterns of one- and multiphoton transitions. The photoassociation yield induced by subpicosecond pulses of a priori fixed shape is very low compared to the maximum possible yield.

5. **On the diversity of multiple optimal controls for quantum systems**[6] We have presented simulations of optimal field-free molecular alignment and rotational population transfer, optimized by means of laser pulse shaping guided by evolutionary algorithms. Qualitatively different solutions have been obtained that optimize the alignment and population transfer efficiency to the maximum extent that is possible given the existing constraints on the optimization due to the finite bandwidth and energy of the laser pulse, the finite degrees of freedom in the laser pulse shaping and the evolutionary algorithm employed. The effect of these constraints on the optimization process was discussed at several levels, subject to theoretical as well as experimental considerations. We showed that optimized alignment yields can reach extremely high values, even with severe constraints being present. A correlation was found between the diversity of solutions and the difficulty of the problem. In the pulse shapes that optimize dynamic alignment we have observed a transition between pulse
sequences that maximize the initial population transfer from $J = 0$ to $J = 2$ and pulse sequences that optimize the transfer to higher rotational levels.

6. **Incoherent control of locally controllable quantum systems**[7] We have proposed an incoherent control scheme for state control of locally controllable quantum systems. This scheme includes three steps: The first step increases the amplitudes of some desired eigenstates and the corresponding probability of observing these eigenstates, the second step projects, with high probability, the amplified state into a desired eigenstate, and the last step steers this eigenstate into the target state. Within this scheme, two control algorithms are presented for two classes of quantum systems. As an example, the incoherent control scheme was applied to the control of a hydrogen atom by an external field. The results support the suggestion that projective measurements can serve as an effective control and local controllability information can be used to design control laws for quantum systems. Thus, this scheme establishes a subtle connection between control design and controllability analysis of quantum systems and provides an effective engineering approach in controlling quantum systems with partial controllability information.

7. **Principles for determining mechanistic pathways from observable quantum control data**[8] We have used Hamiltonian encoding (HE) methods to understand mechanism in computational studies of laser controlled quantum systems. This work studied the principles for extending such methods to extract control mechanisms from laboratory data. In an experimental setting, observables replace the utilization of wavefunctions in computational HE. With laboratory data, HE gives rise to a set of quadratic equations for the interfering transition amplitudes, and the solution to the equations reveals the mechanistic pathways. The extraction of the mechanism from the system of quadratic equations raises questions of uniqueness and solvability, even in the ideal case without noise. Symmetries were shown to exist in the quadratic system of equations, which is generally overdetermined. Therefore, the mechanism is likely to be unique up to these symmetries. Numerical simulations demonstrated the concepts on simple model systems.

8. **Natural variables for controlling quantum dynamics**[9] We have explored the local geometry of the landscape in state-to-state transitions in the context of natural control variables for the implications upon practical searches for optimal controls. The gradient of the landscape with respect to the control field was shown to always lie in a low-dimensional subspace spanned by basis functions bearing specific knowledge of the system physics, thereby comprising a natural set of variables for the particular optimal control application. The enumeration of these basis functions provides an upper bound on the required number of properly identified control variables. We have suggested a specific experimental protocol to utilize the geometric structure of the landscape for identifying a reduced set of control variables for practical laboratory implementation. Simulations on simple systems were used to illustrate the characteristics of the natural control variables and the prospective experimental protocol.
C. Future Plans

The research in the coming year will mainly focus on the development of efficient, robust machineries for computing desired control fields, aimed at performing large-scale quantum control simulations for atomic and molecular dynamics of current interest. Specifically, we plan to formulate fast iterative schemes for computing high quality control fields from an inverse control problem perspective, with the goal of developing efficient and robust algorithms that are monotonically convergent. In parallel to the algorithmic development, we also plan to study various atomic and molecular dynamics control problems, including laser controlled photo-association processes of atoms in thermal gases and laser controlled isomerization dynamics of the formaldehyde and the corresponding trans- and cis-hydroxycarbene isomers.
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Dual Quantum Gases of Bosons: From Atomic Mixtures to Heteronuclear Molecules
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Program:

This program centers on creating a dual species atomic Bose-Einstein condensate of $^{23}\text{Na}$ and $^{87}\text{Rb}$. The eventual goal is to synthesize heteronuclear molecules of the two species. Our approach takes advantage of the large trapped atom number technology available for Na atoms using a Zeeman slower and a dark MOT to sympathetically cool a relatively smaller sample of Rb. Molecules will be created in the vicinity of a Feshbach resonance (see PRA 72, 062505 (2005) for some recent predictions). A future thrust of the molecular effort will be to create a dipolar superfluid, a novel strongly correlated quantum system.

Work completed to date:

New apparatus. A new atomic beam apparatus for the study of trapped ultracold sodium-rubidium mixtures has come online. The machine incorporates a single atomic beam containing both species Na and Rb, dual species Zeeman slowing magnets and a quartz vacuum cell in ultra-high vacuum conditions for good optical access to the two species. In addition, we have implemented a new magnetic trap with separate coils that will allow us to search for Feshbach resonances at magnetic bias fields up to 1 kiloGauss.

Dual species magnetic trapping and sympathetic cooling. We have achieved the first magnetic trapping of Na-Rb atomic mixtures. In addition we have observed the first evidence of sympathetic cooling of Rb by Na. Experiments are ongoing to reduce the Na temperature by microwave evaporation and increase the phase space density.
Program Scope

This theory project focuses on the time evolution of systems subjected to either coherent or incoherent interactions. This study is divided into three categories: (1) coherent evolution of highly excited quantum states, (2) incoherent evolution of highly excited quantum states, and (3) the interplay between ultra-cold plasmas and Rydberg atoms. Some of the techniques we developed have been used to study collision processes in ions, atoms and molecules. In particular, we have studied the correlation between two (or more) continuum electrons.

Recent Progress 2008-2009

*Photon-atom processes in strong magnetic fields:* We studied how the radiative recombination changes in a strong magnetic field and how the spin of an electron during a radiative cascade is modified in a strong B-field.[12] The only previous studies of RR in a strong magnetic field relied on classical estimates. We found that this process is equivalent to the radiative decay rate from positive energy states of a confined atom. Using this formulation, we studied the temperature and magnetic field dependence of RR. We found that the rate was changed only if the energy spacing of the Landau levels was larger than $k_BT$. When this condition is satisfied, the rate tends to increase with increasing magnetic field strength. The enhancement was mainly for recombination into Rydberg states; unlike the B=0 situation, most of the recombination was into weakly bound states. We also found that the magnetic field had a substantial effect on the spin of the electron during the radiative cascade but only for states where the spin-orbit interaction is large enough to compete with the Zeeman splitting.

*Fluorescence as a probe of Ultracold plasmas:* In a joint study with Bergeson’s experimental group, we studied the fluorescence from an ultracold plasma.[11] The experiment was able to measure the time dependence of light emitted by the plasma. This gives a probe of the time dependence of the atom distribution because the light was from deeply bound states which can only be reached after three body recombination and several collisions between free electrons and Rydberg atoms. We found that a peculiarity of the Ca spectrum (a perturbation in the 4snd series) allowed a probe of weakly bound states as well. We were able to use this to study how the three body recombination develops on time scales less than 1 microsecond. For the lowest temperatures studied, we found a different scaling of the recombination rate with density: the fluorescence rate scaled as density$^2$ instead of the predicted density$^3$.

*Transitions through a chaotic sea:* A recent experiment by T. Gallagher’s group showed that it is possible to drive a 10 photon transition in Rydberg states without any of the intermediate photons being resonant. We performed classical and quantum calculations of this system to understand how this process works.[16]
Gallagher explained their results as arising from a sequence of avoided crossings. Our quantum calculations were able to reproduce the measurements. Surprisingly, the classical calculations also could reproduce the measurements. The classical mechanism for the transition was an expansion of the chaotic sea to encompass the starting region of phase space; the surprise was that this mechanism could deliver the electron to a small range of n-states which is possible due to the stickiness of the edge the chaotic regions. Also, we found that the development of the angular momenta strongly depended on the duration of the pulse.

**Correlation in electron ejection:** In a joint study with an experimental project led by A. Landers, we studied the interaction between a pair of electrons ejected from a Ne atom.[18] In this study, a photon is absorbed by a 1s electron giving a free electron with excess energy of order 1 eV. An Auger process occurs a short time later which gives an outgoing electron with approximately 800 eV. We performed a classical Monte Carlo simulation of this process and were able to successfully describe the energy shift of the slow electron due to the Auger process. Also, we could qualitatively reproduce the angular distribution of the ejected electrons, including a lack of electrons going out in the same direction. However, there was a clear feature in the calculation when the electrons have nearly the same outgoing angle that was not present in the experiment. This feature seems to indicate an unexpected (and currently unexplained) correlation in the ejection angle of the two electrons.

**Molecules:** Some of the techniques we developed for highly excited atoms can be used to investigate processes in molecules. In Ref. [13], we extended the time dependent close coupling method to compute the electron impact ionization of molecules beyond H₂ and obtained results for Li₂ and Li₂⁺; this method utilizes a direct time dependent solution of the Schrödinger equation with an incoming electron packet scattering from the molecule. In Ref. [14], we investigated the electron impact ionization of H₂ molecules by computing the differential cross section using the time dependent close coupling method. In particular, we investigated how the orientation of the molecule affects the dependence of the cross section on the angle between the outgoing electrons. New features in the cross sections were found compared with the case where the molecular orientation is averaged.

**Three electron continua:** Over the past decade we have performed many calculations of processes involving two electron escape from an atom/ion. We directly solve the time dependent Schrödinger equation on a lattice to obtain the relevant wave function. We recently extended the calculations to three electrons escaping an atom, but the method was restricted in energy. By extending this technique, we were able to compute the electron impact double ionization of He for energies up to and beyond the peak of the cross section.[8] During the past year, we extended the method to compute the energy and angle differential cross sections in electron impact double ionization of He.[15] At 106 eV incident energy, the pentuple energy and differential cross sections were in reasonable agreement with experiments.

**Attosecond double ionization:** We investigated the energy and angle differential probabilities for 2-photon double ionization of He.[17] We used our time dependent
close coupling program to compute how the chirp of the attosecond pulse affected the cross sections. We found interesting effects from the chirp when the energy band width of the pulse becomes comparable to the difference in ionization thresholds of the neutral and positive ion. Different sign of the chirp can produce qualitatively different effects. As an example, the magnitudes and locations of the sequential peaks in the single electron energy distribution varied strongly with the chirp.

Finally, this program has several projects that are strongly numerical but only require knowledge of classical mechanics. This combination is ideal for starting undergraduates on publication quality research. Since 2004, nine undergraduates have participated in this program. Most of these students have completed projects published in peer reviewed journals. One of these students, Michael Wall, was one of 5 undergraduates invited to give a talk on their research at the undergraduate session of the DAMOP 2006 meeting. Two new undergraduates will be hired into the group at the beginning of the Fall 2009 semester and I expect they will continue the successful tradition of undergraduate research.

**Future Plans**

*Transitions through a chaotic sea:* Our recent results[16] showing how to transport a system around a classical island has opened the door to studies of interesting systems. We plan to complete investigations into at least two other atomic or molecular systems. There are several promising options: the kicked Hydrogen atom, vibrational transitions in diatomic molecules, the kicked rotor, etc

*Ultra-cold plasmas* The recent collaboration with Bergeson’s group[11] has raised some interesting questions about the early time evolution of ultracold plasmas. In particular, we plan to study the evolution of the components of the plasmas at very early times. In particular, we will study the scattering of electrons and ions from Rydberg atoms. This involves the investigation of how low energy electrons scatter in the presence of ions.

*Anti-hydrogen motivated calculations* The next generation experiments are aimed at trapping the anti-hydrogen atom. To address possible issues, we will investigate processes that arise from this goal. In particular, we plan to study the three body recombination rate when all of the particles have the same mass.

*Coherent evolution* Motivated by the collaboration with Landers,[18] we will devote substantial time to the interaction between two free electrons or the interaction between a free electron and a Rydberg atom. This was the most speculative aspect of the proposal and the last major component of the original proposal that hasn’t been investigated.
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Program description

This project is exploring the use of a pre-ionized medium created by a compact capillary discharge to guide high intensity laser light in order to 1) extend the cutoff photon energy for high-order harmonic generation (HHG) using ions, and 2) implement new phase matching schemes in fully-ionized plasmas in order to generate bright, fully coherent, HHG beams. The use of a discharge-created plasma reduces ionization-induced defocusing of the driving laser as well as energy loss. In work to date, we extended high harmonic emission from Xe up to an unprecedented photon energy of 160 eV [1], and observed HHG emission at energies up to 170 eV in Kr and 275 eV in Ar [5]. The discharge plasma also provided means to spectrally tune the harmonics by tailoring the initial level of ionization of the medium. We also employed a complementary technique of using longer wavelength driving light at 1.3 µm to extend full phase matching of high harmonic generation in Ar, Ne and He up to 100, 200, and 330 eV respectively - well beyond the phase-matching limit for 0.8 µm [7]. This opens the possibility of combining these techniques with new phase matching schemes in capillary discharge plasmas to generate significantly increased HHG flux for applications experiments at much higher photon energies than are currently accessible (100 eV - 10 keV).

In related work we have characterized the output from a soft x-ray laser plasma amplifier seeded with high harmonic pulses. We have demonstrated that injection-seeding of soft x-ray amplifiers created by laser heating of solid targets generates intense soft x-ray pulses with essentially full spatial and temporal coherence, low divergence, short pulsewidth, and defined polarization [9]. We have measured that the soft x-ray laser pulses generated by this technique are the shortest soft x-ray pulse duration demonstrated to date from a plasma amplifier. During the past year we have measured and modeled the near-field and far-field characteristics of these new coherent soft x-ray sources. Results show that injection-seeding of soft x-ray laser amplifiers dramatically improve the beam characteristics.

High harmonic generation from ions

The highest photon energy that can be produced through HHG is predicted by the cutoff rule to be $h\nu_{\text{max}} = I_p + 3.2U_p$, where $I_p$ is the ionization potential of the gas and $U_p \propto I\lambda^2$ is the quiver energy of the liberated electron. In principle, using long wavelength or high intensity lasers, $h\nu_{\text{max}}$ may be as high as 10 keV before relativistic effects suppress rescattering and HHG. To date however, for many experiments the highest harmonic photon energies observed have not been limited by the available laser intensity, but rather by ionization of the nonlinear medium by the driving laser. The resulting free electron plasma refractively defocuses the driving laser, reducing the peak laser intensity and consequently the highest harmonic photon energy observed. Moreover, the loss of the laser energy due to photoionization limits the length in the medium over which a high peak laser intensity can be maintained.

To overcome these limitations, we are investigating the use of a capillary discharge plasma waveguide to create a preformed plasma with a tailored level of ionization. This makes it possible to generate higher photon energies from ionization of ions with correspondingly higher $I_p$. Additionally, the concave radial electron density profile of the capillary discharge plasma produces an index waveguide that can absorb additional ionization-induced defocusing of the laser and allows for a decreased laser intensity near the walls of the capillary, making it possible to guide the higher intensities required for shorter wavelength generation without damaging the walls. In past work, by generating harmonics in a
capillary discharge, we have observed photon energies up to ~160 eV in Xe, well above the highest previously observed value of ~70 eV [1]. For Kr and Ar, the observed maximum photon energies were extended further, to 170 eV and 275 eV respectively [5].

The previous experiments were done at repetition rates of 10Hz, limited by both the laser system and the capillary discharge source. To understand the limiting physics for HHG from ions, we recently investigated HHG in gas-filled waveguides driven by kHz lasers. The increase in signal-to-noise allowed us to dramatically extend the cutoff photon energy in Ar to above 500 eV for the first time, and also demonstrate HHG from multiply-charged ions for the first time [10]. This dramatic increase in the maximum photon energy was possible by combining laser pulse self-compression and high harmonic generation within a single waveguide, which enhances the laser intensity and counteracts ionization-induced defocusing. This work thus demonstrated a pathway for extending high harmonic emission to very high photon energies using large, multiply-charged, ions with high ionization potentials. Our future plans are to reproduce these results in guiding plasma discharges, at repetition rates >> 100 Hz.

New phase matching schemes for HHG at keV photon energies

In future work, we also plan to implement new phase-matching techniques to further extend the range of bright photon energies that can be generated. In preliminary work, we implemented quasi phase matching (QPM) techniques by counter-propagating an infrared laser beam in a discharge plasma medium. The presence of the counter-propagating field eliminates emission from regions that contribute out-of-phase to the HHG signal. This technique is especially well suited to generation of very high photon energies in a capillary discharge due to the extremely uniform nature of the discharge created plasma column and the reduced ionization-induced refraction. However, fluctuations in our 10 Hz laser/discharge system prevented us from implementing these schemes. Thus, we are embarking on an upgrade project to increase the repetition rate to > 100 Hz in a different system.

In the interim, in exciting recent work, we showed that by using mid-infrared driving lasers of moderate intensity, HHG presents an experimentally feasible and straightforward route for generating bright, fully coherent, beams up to ~10 keV photon energies. Experimentally, using a driving laser wavelength of 1.3 µm, we demonstrated macroscopic phase matching over centimeter distances at ~13 nm (100 eV) in Argon, at ~6 nm (200 eV) in Neon, and in the water window region of the spectrum around 4 nm (330 eV) in Helium. Moreover, phase-matched conversion in this weakly ionized regime is quite advantageous because the driving laser beam experiences minimal nonlinear distortion, resulting in an excellent spatial coherence of the HHG beam. Images of the HHG beam in the water window region of...
the spectrum indicate a well-directed beam, as expected for phase-matched emission. Moreover, through direct comparison between theory and experiment, we quantitatively tested our conceptual understanding of this wavelength scaling of phase matching, verifying that the phase matching mechanism is similar to the case for 0.8 μm driving lasers: namely, full phase matching is achieved through a balance between the neutral atom and plasma dispersions in a weakly ionized gas (including any geometric terms). The increased phase matching pressures and good transparency mitigates the unfavorable λ-5.5 single atom susceptibility. Finally and most importantly, we show that the optimum phase matching conditions scale very favorably, even well into the multi-keV hard x-ray region of the spectrum, using infrared driving lasers. In the future, we will combine quasi-phase matching, infrared driving lasers, and plasma discharges to implement bright, ultrafast, fully coherent, x-ray beams.

Characterization of a Soft X-Ray Laser Amplifier Seeded with High Harmonics

Soft x-ray lasers (SXL) are complementary to HHG as a source of coherent light at short wavelengths for applications, due to their ability to generate pulses with significantly higher pulse energy. By injection-seeding soft x-ray laser plasmas with high harmonic pulses, we have created a fundamentally new regime for the generation of soft x-ray laser pulses from plasmas created by laser heating of solid targets. Coherent high harmonic (HH) pulses can be amplified in population inversions created in dense plasmas while preserving many of their properties. Therefore, injection seeding of SXL amplifiers with HH can generate intense soft x-ray pulses with extremely high spatial coherence, low divergence, short pulse width, and defined polarization.

Our group demonstrated the saturated amplification of HH seed pulses in several transitions of Ne-like and Ni-like ions at wavelengths ranging from 32.6 nm to 13.2 nm. The seeding of this type of high density laser-heated solid target SXL amplifier, with its characteristic high saturation intensity and broad laser line width, resulted in phase-coherent laser output with a higher intensity and shorter pulse duration than we obtained previously. The high density of the SXL plasma amplifiers results in relatively broad laser line bandwidths that in principle can support the generation of sub-ps SXL pulses. Last year, using a streak-camera developed at Kansas State University we realized the first measurement of the duration of soft x-ray laser pulses from such an injection-seeded plasma amplifier. The pulse duration of Ne-like Ti laser operating at 32.6 nm was measured to be ~ 1 ps [9]. This is the shortest soft x-ray pulse duration demonstrated to date from a plasma amplifier. The results were compared with hydrodynamic/atomic physics model computations that show that injection seeding of denser plasmas with a tailored gain profile will lead to femtosecond SXLs.

During the past year we have measured and modeled the near-field characteristics of these new lasers. We have simulated the characteristics of seeded SXLs using a 3D ray-trace postprocessor to a hydrodynamic/atomic physics code. This code calculates propagation of the signal through the plasma column, including the growth of both the seed pulse and the amplified spontaneous emission (ASE). The gain is computed by a fully transient rate equation model that includes stimulated emission and radiation transport. The ray trace computation is capable of fully resolving the spatial, angular, temporal, and frequency profiles of both the ASE and seeded beams. Temporal broadening of the input seed pulse due to both line narrowing in the amplifier and saturation broadening are included. The computed near field (left) and far field (right) patterns of a 13.9 nm Ni-like Ag seeded x-ray laser are shown in Fig. 3.
Because the input seed has a small divergence that is maintained during amplification, the divergence of the seeded SXL can be up to an order of magnitude smaller than that of the unseeded (ASE) laser. The near field pattern of the seeded laser is also about 2x smaller than the unseeded laser beam. In the future we plan to characterize the temporal coherence properties of this new SXLs.

Future plans
In the future, we will combine quasi-phase matching, infrared driving lasers, and discharges plasmas to implement bright, ultrafast, fully coherent, x-ray beams.
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Ultrafast holographic x-ray imaging and its application to picosecond ultrasonic wave dynamics in bulk materials
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1 Program Scope

The focus of this work is to develop ultrafast, holographic x-ray imaging methods suitable for use with laser plasma x-ray sources. The methods will image structural dynamics and motions in materials using phase shifts imparted on the x-ray waves as they propagate through the material. The planned work seeks to directly observe, for instance, phonon wave packets, shock waves, or phonon solitons propagating in the bulk of materials. This work was funded in the spring of 2008.

Imaging of bulk materials relies on Propagation-based Differential Phase Contrast Imaging (PDPCI) which measures the Laplacian of the real part of the index of refraction, \( n_r \), of the material and Talbot Effect Imaging (TEI), which measures the 1st spatial derivative of \( n_r \). No x-ray interferometers will be used. The sensitivity to density variations is up to 1000 times larger than that of conventional x-ray absorption based imaging methods.

As an additional component of the program, ultrafast x-ray absorption experiments are setup up at 7ID-C, APS, Argonne National laboratory. First experimental results related to the ultrafast dynamics of iron pentacarbonyl are presented.

2 Recent Progress

Progress has been made in four research topics funded by this DOE grant.

2.1 Theoretical study of PDPCI: Transmission functions separable in cylindrical coordinates

A Fresnel-Kirchhoff integral can be used to calculate PDPC images when the transmission function of the object is known. Expressions for the image intensity have been derived for objects with axial symmetry for an x-ray source with non-vanishing dimensions, such as our laser-driven plasma x-ray source. An expression for the image intensity has been derived for an x-ray source whose intensity distribution is described by a Gaussian function, from which an expression for the limiting case of a point source of radiation is found. The expressions for image intensity are evaluated for cases where the magnification is substantially greater than one, as would be employed in biological imaging. Experiments using a micro-focus x-ray tube and x-ray CCD camera are reported to determine the capability of the method for imaging small spherical objects. A related paper has been accepted in the Journal of Applied Physics.

2.2 X-ray elastography: modification of x-ray phase contrast images using ultrasonic radiation

The high resolution characteristic of PDPCI can be used in conjunction with directed ultrasound to detect small displacements in soft tissues or soft materials generated by differential acoustic radiation pressure. The imaging method is based on subtraction of two x-ray images, the first image taken with, and the second taken without the presence of ultrasound. The subtraction enhances phase contrast features, and, to a large extent, moves absorption contrast so that differential movement of volumes with different acoustic impedances or relative ultrasonic absorption is highlighted in the image. Interfacial features of objects with differing densities are delineated in the image as a result of both the displacement introduced by the ultrasound and the inherent sensitivity of PDPCI to density variations. Experiments with ex vivo murine tumors, and human tumor phantoms, as well as gas inclusions in soft materials are imaged. While this work addresses primarily bio-medical applications, it also studies the effect of ultrasonic waves on gas bubbles in soft materials. This, in turn, will be useful in applications such as the PDPCI imaging of photo-acoustic cavitation in liquids, which have been shown to accompany laser-induced water-gas reactions on the surfaces of carbon nanoparticles in optically opaque suspensions.

A setup for imaging shockwaves and cavitations in such suspensions using the ultrafast laser-plasma x-ray...
source has just been completed. A related paper has been accepted in the Journal of Applied Physics.²

2.3 Simulations of PDPCI of shock waves in beryllium

Experiments will image the ultrasonic wave propagation in liquid and solid materials. In preparation for these experiments, simulations of the PDPC image intensity distribution caused by 1-D ultrasonic waves have been calculated by explicitly solving the Fresnel integral. Thus, no approximations such as the transport of intensity approximation have been made. An example for the results is shown in Figure 1. The upper panel shows the ultrasonic wave typically produced by ultrafast laser-induced lattice expansions. In our case we assumed that 800-nm laser pulses with a pulse length of 200ps are heating a beryllium sample with a fluence of that 160-mJ/cm². 25% absorption was assumed. While the fluence seems high, the value is below the damage threshold of the material and corresponds to an intensity of just $8 \times 10^8$ W/cm². The theoretical description of such a wave has been demonstrated in the literature. The strain amplitude is 0.08%. This wave is PDPC imaged with a 7-keV radiation and a magnification of the setup of 3.3. The thickness of the Be sheet was 500 µm. The resulting intensity pattern is shown in the lower panel of Figure 1. The red line is the pattern for a perfect point source, the blue line is the pattern for our plasma x-ray source (diameter: 13 µm). Note that the contrast modulations for the 13-µm source are about 1% for only 0.08% strain. This is due to the fact that the signal of PDPCI is proportional to the Laplacian of the density profile and the ultrasonic wavelength is short. This “enhances” the signal intensity compared to interferometric measurement of the density. Considering that we are able to pump the sample with 5 times more power and that it might be possible to reduce the reflectivity of the sample by blackening the surface, shockwaves of up to 1% strain should be possible causing a 5% intensity variation. While not directly a goal of this proposal, the reduction of the plasma source diameter would be very valuable as it increases not just the resolution but most importantly the signal that can be detected. Finally, the bi-polar wave created here will not appear in liquid samples, where pure compression waves dominate after liquid ablation off the surface. This, in turn, causes a much stronger PDPC signal because of the absence of the partial cancellation of the signals as for the bipolar strain wave.

2.4 Ultrafast XAFS measurements at the Advanced Photon Source, ANL

In collaboration with Dr. Bernhard Adams and Dr. Mathieu Chollet, Argonne National Laboratory, we have set up an UXAFS instrument at 7-ID-C. It consists of a high-speed x-ray chopper, liquid sample jet chamber with laser and x-ray beam diagnostic followed by an x-ray streak camera. 80-ps x-ray pulses are monochromatized in the 4-crystal beamline monochromator. High-harmonic x-rays are suppressed by slightly detuning two of the crystals. The primary x-ray flux is subsequently chopped with a high-speed chopper and transmitted through the liquid sample jet. The excitation laser...
beam is directed onto the sample nearly with the x-ray beam. The x-radiation transmitted through the sample is detected by an x-ray streak camera for ultrafast measurement of the temporal evolution of the x-ray intensity transmitted through a sample solution after UV photo excitation. Since the APS pulses are 150-ps (in hybrid-mode), each streak covers a large time window with a 2-ps resolution. These measurements are carried out at various, sequentially selected x-ray energies covering the iron K XANES and EXAFS range.

The first measurements with the new instrument were carried out in August 2009 following preliminary measurements with a prototype in the spring of 2009. The basic performance of the system is illustrated in Figure 2. A read-out image of the streak camera is shown. The time axis is in horizontal direction. The x-ray beam is separated into two sections by inserting a wire into the x-ray beam, thereby clearly separating the laser-pumped from the unpumped region. The upper part is the pumped area; the lower part serves as a reference area. Additionally, a fiducial is imaged onto the photocathode to serve as a timing reference. The plot in Figure 2 shows the lineouts of the image. This streak simply measures the pulse structure of the APS hybrid pulses. Note that the fine structure is primarily caused by the non-uniformity of the multichannel plate at the output of the streak camera.

Static XANES spectra of [Fe( CN)₆]⁴⁻ have been measured by acquiring a few hundred streaks at x-ray energies from 7.1 to 7.6 keV.

Time-resolved measurements were done with Fe(CO)₅ in ethanol. This chemical system serves as a model for complexes that are electronically saturated but sterically uncrowded. We recently demonstrated that iron pentacarbonyl forms weakly bound complexes with a single solvent molecule in solution. This so-called “pre-assembly” of iron pentacarbonyl with a solvent molecule, in principle permits concerted ligand substitution reactions, i.e. the simultaneous bond-formation with the associated solvent molecule and the simultaneous dissociation of a carbonyl ligand after photo-initiation of a chemical reaction. Thus, this system may permit measurements of the ultrafast structural dynamics of bi-molecular reactions under ambient conditions without a diffusive reactant encounter after photo-excitation.

400-nm laser pulse excitation initiated the reaction Fe(CO)₅ + EtOH + hν₄₀₀nm → Fe(CO)₄EtOH + CO. A typical laser-pump x-ray probe measurements at a selected x-ray wavelength comprised 1000 streak images with the pump laser alternately being switch on and off. The approximate pump-probe timing was determined by imaging both, the laser and the x-ray pulses, onto the same photodiode while referencing.
the observed pulses to a reference diode. We estimate that this procedure yielded the timing accurate to about 20 ps. The exposure time for each image was 750 ms. The experiment was running at 5 kHz repetition rate. Thus, 500 images with laser on and 500 images with laser off were measured. The unpumped (laser off) streaks were used to normalize the laser-on streaks. This normalization typically resulted in a signal intensity of 1.000 with a standard deviation of 0.25%. The result of a preliminary data analysis of one of the streaks is shown in Figure 3. The signal is clearly increasing above the 100%-line on a time-scale that is consistent with transient IR measurements by other authors. A 1st order rate law was fitted to the data. Since the details of the chemical dynamics observed here have not been determined, the choice of this rate law is somewhat arbitrary. Nevertheless, it is a helpful visual guide. The 95% confidence interval is also shown. Note that the corresponding plot of normalized data from areas in the same streak images that were not laser excited, yield a flat line at 100% with a 95%-confidence interval of ±0.16%. Thus, the increase shown is statistically significant and does not suffer from systematic errors. The data analysis is still incomplete. For instance, the timing jitter, primarily caused by the absence of relay imaging optics between the laser system and the x-ray hutch is about 10 ps. While this will be rectified for the next beamtime, we will use software to “de-jitter” the streaks as well as possible. The jitter is also the reason why the data points in Figure 3 are not shown with full 2-ps resolution. The calibration of the time axis is approximate in this figure but a calibration measurement has been performed.

In summary, the first results from the new UXAFS instrument at ID7-C are encouraging although they are not a complete data set yet and the data analysis is still in progress.

3 Future plans
The imaging work will be applied to clathrate hydrates samples that can be used for the capture of gases such as CO$_2$. Additionally, we currently manufacture binary x-ray phase gratings based on silicon single crystals. These gratings will be used for time-resolved x-ray Talbot imaging. The UXAFS experiment will be continued. System improvements to the beamline optics, laser beam transport system, and UXAFS instrument will be made before the next beamtime in the winter of 2009.
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Development of continuous REMPI detection of the PbF molecule for measurement of the electron’s electric dipole moment
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1) Program Scope

In 1950 Purcell and Ramsey[1] suggested that the electron might have a CP-violating electric dipole moment (e-EDM) proportional to its spin angular momentum. This possibility initiated an ongoing hunt for the e-EDM that has been spurred on by the recognition of the importance of CP-violation to the formation of a matter-dominated universe[2] as well as a difference in magnitude of the Supersymmetric[3] and Standard Model[4] prediction for its value. The current limit on the e-EDM is $1.6 \times 10^{-27} \text{e}\cdot\text{cm}$ as determined in a Ramsey beam resonance study of the Tl atom[5].

The PbF molecule provides a unique opportunity to measure the e-EDM. The molecule’s odd electron, heavy mass, and large internal field combine to give it an intrinsic sensitivity to an e-EDM that is over three orders of magnitude bigger than that of the Tl atom[6]. In addition to this increased intrinsic sensitivity, the ground state of the PbF molecule allows for a "magic" electric field at which the magnetic moment vanishes[7]. All of these advantages create an opportunity to significantly lower the current limit on the e-EDM. These advantages can only be realized if an intense source of ground-state PbF molecules can be created and detected with high efficiency. The scope of this project is to (1) create a rotationally cold molecular beam source of PbF, (2) achieve a continuous ionization scheme for sensitive state selective detection of the PbF molecule.

2) Recent Progress

2.1) The Effect of the Geometric Phase on the Possible Measurement of the Electron’s Electric Dipole Moment Using Molecules Confined by a Stark-Gravitational Trap

It is possible to envision a molecular $e – EDM$ experiment which probes PbF molecules confined to a region in space by a non-uniform electric field. In fact, the original aim of this DOE-funded research was to create a cold source of PbF molecules that could be loaded into such a trap. We soon realized, however, that such an experiment would have a coherence time $\tau$ limited not by the lifetime of molecules in the trap, but instead by a geometric phase effect that couples the angular momentum of the center-of-mass motion of a molecule to its internal angular momentum. We used the formalism of Longuett-Higgins[8] to derive an effective Hamiltonian for this effect and determined the coherence time $\tau$. Specifically we find that, for trapped $^{208}\text{Pb}^{19}\text{F}$ molecules,
\[ \tau \approx \left( \frac{T}{T_{\text{room}}} \right)^2 \text{sec}. \] This is an unfortunate result because our proposed cooling techniques do not produce a sub-Kelvin population of PbF molecules. For this reason, a change in direction of the research project was requested and granted by the DOE. Specifically, our effort was shifted to the development of a continuous resonance-enhanced multiphoton ionization detection scheme.

2.2) Direct measurement of the lifetime of the D state of PbF

The A state is the only electronically excited state of PbF known to have a lifetime that is sufficiently long to allow for state-selective detection. Unfortunately, direct ionization of this state proves to be impractical: The uv laser radiation required to ionize the A state also directly ionizes the ground state via an efficient 1+1 ionization process. This non-state-selective one-color process completely swamps any state-selective two-color 1+1 ionization process that might occur. This fact led us to the 1+1+1 doubly resonance enhanced ionization scheme

\[ X \rightarrow \text{436 nm} A \rightarrow \text{477 nm} D \rightarrow \text{532 nm} \text{PbF}^+. \] (1)

Knowledge of the D-state lifetime is critical to the design of an optimal laser system to implement this ionization scheme. Unfortunately the bandwidth of the Nd:YAG pumped dye laser system used to discover the \( A \rightarrow D \rightarrow \text{PbF}^+ \) ionization pathway is not sufficiently narrow to make a conclusive statement about the D-state lifetime. For this reason we coax our 7-ns Nd:YAG laser system to perform a time domain measurement with picosecond resolution. To accomplish this we took advantage of the temporal mode structure of our unseeded Nd:YAG laser-pumped dye laser system. This structure is observed in an auto-correlation measurement that monitors the 251-nm radiation resulting from sum-frequency generation of 532-nm and 477-nm laser radiation in a BBO crystal as a function of an optical delay between the two input wavelengths (Figure 1, inset.) The lifetime of the D state of PbF is made by observing the PbF\(^+\) ionization signal as a function of the delay between the 476.6-nm and 532-nm laser radiation. The resulting time-dependent ionization signal (Figure 1) indicates a lifetime of 250 ± 150 ps. The D-state lifetime is short enough to dramatically reduce the efficiency of an ionization scheme utilizing continuous wave radiation. For this reason, we employ a pseudo-continuous source of laser
radiation producing (see section 2.4.)

2.3) Characterization of the $X_1$, $A$, $B$, $D$, $E$, and $F$ states of PbF

We have completed a detailed spectroscopic study of all known electronic states of the PbF molecule except the $C$ state (which we can not detect with rotational-state resolution.) These states were detected with 2-dimensional resonance-enhanced multiphoton ionization via the process $X_1 \rightarrow A \rightarrow [B, D, E, \text{ or } F] \rightarrow \text{PbF}^+$. A typical spectrum is shown in Figure 2. With this REMPI scheme, we have corrected values of $T_e$ by as much as 100 cm$^{-1}$, we have determined heretofore unknown rotational constants, we have assigned term symbols to the $C$ and $D$, states, and determined the value of $\Omega$ for the $E$ and $F$ states. We have also confirmed the parity of the $B$ state. One interesting finding is that the assumed electronic mixing of the $X_1, X_2$, and $A$ states is not as simple as once thought. In a simple three-state $^2\Pi_{1/2} \rightarrow ^2\Sigma_{1/2}$ mixing scheme, the sum of the ratio of omega-doubling constant to rotational constant $p/B$ is $\pm 2$ (see [9, 6]). These ratios are given in the table below for the $X_1$, $A$, and $D$ states.

<table>
<thead>
<tr>
<th>$p/\beta$</th>
<th>$X_1(v = 0)$</th>
<th>$A(v = 7)$</th>
<th>$A(v = 0)$</th>
<th>$D(v = 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.605$</td>
<td>$2.60$</td>
<td>$2.996$</td>
<td>$-1.04$</td>
<td></td>
</tr>
</tbody>
</table>

This table, as well as the energy levels of the electronic states suggest that the $X_1 \rightarrow A \rightarrow D$ system forms one strongly mixed $^2\Pi - ^2\Sigma$ system whereas the $D \rightarrow A \rightarrow C^2\Pi_{3/2} \rightarrow ^2\Sigma_{1/2}(v = 0)$ forms another. In light of this finding, a re-evaluation of the sensitivity of the molecule’s sensitivity to parity violation is needed.

2.4) Observation of continuous ionization of the PbF molecule

Up until this year, we detected the PbF molecule using a 10–Hz Nd:YAG pumped dye laser system. Whereas this system allowed for high sensitivity, its duty cycle was low ($\sim 10^{-5}$) and its resolution limited to approximately 1 GHz. Recently we have achieved continuous ionization detection of the PbF
Here a diode laser is used to excite the $X_1 \rightarrow A$ transition and a pseudo continuous laser system (76MHz, 6ps, Nd:YVO$_4$-pumped OPO) is used to drive the $A$ state to ionization. A coincidence detector is then used to detect electrons that arrive in coincidence with PbF$^+$ molecules. By recording these events, we are able to measure the mass-frequency spectrum of the $X_1 \rightarrow A$ transition. Figure 3 shows such a spectrum. The spectra clearly resolves the $^{206}_{19}Pb^{19}F, ^{207}_{19}Pb^{19}F$, and $^{208}_{19}Pb^{19}F$ molecules. The small frequency doubling of all peaks is due to the fluorine nucleus whereas the large doubling of the $^{207}_{19}Pb^{19}F$ transition is due to the lead nucleus.

3) Future Plans

A new source of PbF molecules has been built and tested. It consists of a Boron Nitride nozzle that cracks PbF$_2$ when heated to 1400°C. Unfortunately, the PbF$_2$ evaporates too quickly to do useful science. Modifications to this new source are being made that allow us to independently control the exit orifice temperature (which controls the degree of cracking of the gas-phase PbF$_2$) and the temperature of the PbF$_2$ salt (which controls the vapor pressure and hence lifetime of the source.) It is our hope that this high temperature source will allow us to rotationally cool the beam without clogging the nozzle or quenching the PbF. In addition to the improvement of our source of PbF, we are working to improve our continuous ionization source. The ionization scheme is roughly an order of magnitude less sensitive than our design goal. (We are currently collecting signal at a maximum rate of 100 Hz) To improve the situation, we are both attempting new ionization schemes and increasing the intensity of laser radiation used to drive the three transitions required to ionize the molecule.

4) References
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DYNAMICS OF FEW-BODY ATOMIC PROCESSES

Anthony F. Starace

The University of Nebraska
Department of Physics and Astronomy
116 Brace Laboratory
Lincoln, NE 68588-0111

Email: astarace1@unl.edu

PROGRAM SCOPE

The goals of this project are to understand and describe processes involving energy transfers from electromagnetic radiation to matter as well as the dynamics of interacting few-body, quantum systems. Investigations of current interest are in the general areas of strong field physics, attosecond physics, high energy density physics, and multiphoton and double photoionization processes. Nearly all projects under investigation involve large-scale numerical computations for the direct solution of the three-dimensional time-dependent or time-independent Schrödinger equation describing the interaction of atomic systems with electromagnetic radiation. Principal benefits and outcomes of this research are improved understanding of how to control atomic processes with electromagnetic radiation and how to transfer energy from electromagnetic radiation to matter. In some cases our studies are supportive of and/or have been stimulated by experimental work carried out by other investigators funded by the DOE AMO physics program.

RECENT PROGRESS

A. Threshold-Related Enhancements of Rescattering Plateaus in Laser-Assisted Electron-Atom Scattering

Our recently developed time-dependent effective range [TDER] theory for above-threshold ionization processes [see M.V. Frolov et al., Phys. Rev. Lett. 91, 053003 (2003)] has very recently been extended to give an essentially exact account of laser-assisted, electron-atom scattering (LAES) processes. The TDER theory combines the well-known effective range theory (for electrons interacting with a short-range potential) and the equally well-known Floquet theory (for atomic systems interacting with a monochromatic laser field). Our initial focus has been the study of threshold-related enhancements of the strong-field rescattering plateau in LAES spectra. These phenomena are known to occur in above-threshold ionization as well as in high-order harmonic generation at the losing of a multiphoton ionization channel. Such threshold phenomena can also occur in electron–atom scattering in a laser field, because this process is substantially multichannel in nature: the possible transitions of an electron with momentum $p$ and energy $E=p^2/2m$ to states with energies $E_n=E+n\omega$ correspond to absorption ($n>0$), elastic scattering ($n=0$), and inductive emission ($n<0$) of laser field photons. In the latter case, the number of emitted photons is limited by the threshold value $n_{\text{min}} = \lceil E/\omega \rceil$ (where $\lceil x \rceil$ is the integer part of $x$). In contrast to above-threshold ionization and the generation of high harmonics,
the threshold conditions for laser-assisted electron-atom scattering are independent of the field intensity and are achieved by varying either the electron energy $E$ or the field frequency $\omega$ so as to satisfy the relation $E=\mu \omega$, where $\mu=1, 2, \ldots$. (Thus, the multiphoton emission threshold corresponds to $n_{\text{min}}=\mu$.) According to general scattering theory, threshold anomalies can exist in all channels with $n>n_{\text{min}}$. However, their character and the region of $n$ values in which the threshold modification of the cross sections is significant depend on both the specific process and on the parameters of the problem and thus cannot be determined without a detailed investigation of the particular process being considered.

Whereas in above threshold ionization and in high-order harmonic generation, threshold-related enhancements of strong field rescattering plateaus occur at the closing of either even or odd multiphoton ionization channels, we have found that in laser-assisted electron-atom scattering the enhancements of the plateau occur at the opening of both even and odd multiphoton channels. These enhancements have been found to increase the electron scattering cross sections with absorption of $n$ laser photons by several orders of magnitude. Our results also show that threshold phenomena are typical features for the electron rescattering plateau region in the cross sections for all atomic photoprocesses in a strong laser field. Numerical results for $e-H$ and $e-F$ scattering have been investigated thus far. (See reference [10] in the publication list below.)

B. Angularly Resolved Electron Spectra of $H^-$ Produced by Few-Cycle Laser Pulses

We have recently investigated the detachment of the $H^-$ negative ion by a linearly-polarized, few cycle laser pulse. The angular distribution of the detached electrons is found to be extremely sensitive to the carrier-envelope phase of the few-cycle laser pulse. Results have been obtained for laser pulses with various pulse widths. The sensitivity of the detached electron momentum distributions thus is shown to provide a measure of the characteristics of the short laser pulse and, in particular, of its carrier-envelope phase. (See reference [11] in the publication list below.)

C. Plateau Structure in Resonant Laser-Assisted Electron-Atom Scattering

Nearly constant cross sections (as a function of the number of absorbed photons) have been predicted over a large range of scattered electron energies in laser-assisted electron-atom scattering (LAES) for both linear [N.L. Manakov et al., JETP Lett 76, 258 (2002)] and circular [A.V. Flegel et al., Phys. Lett. A 334, 197 (2005)] laser polarizations. Such “plateau” structures have been investigated for other laser polarizations, e.g., above threshold ionization/detachment (ATI/ATD) and high-order harmonic generation. Interest in such plateaus centers on the possibility of transferring large amounts of energy from a laser field into either electron kinetic energy or high order harmonics without significant decreases in yields. However, for all processes the absolute values of the $n$-photon rates in the plateau region are orders of magnitude smaller than in the region of small $n$. Hence, mechanisms for increasing rates on the plateau are of great interest. For LAES, two such mechanisms exist: the threshold-related phenomena at the closing of the stimulated multiphoton emission channel [10] and resonance scattering. These two mechanisms occur under different conditions: the former occur at incident electron energies equal to multiples of the photon energy, while the latter occur for those electron energies at which the electron is temporarily captured (following stimulated emission of $\mu$ laser photons) into a bound state of the potential $U(r)$ of the target atom and then detached by absorbing $n+\mu$ photons.
We have recently predicted significant resonant enhancements of plateau features in LAES for the case of electron scattering from neutral atoms supporting negative ions and show that the shape of the high-energy plateau in resonant LAES spectra coincides with that for ATD [12]. Since resonant phenomena disappear in a perturbative treatment of the potential $U(r)$, both the electron-atom and electron-laser interactions must be treated non-perturbatively. We thus employ time-dependent effective range (TDER) theory [10], which extends effective range theory for low-energy elastic electron scattering from a short-range potential $U(r)$ to the case of LAES. Resonance enhancements of the LAES plateau are significant for both electron scattering at fixed angle $\theta$ (relative to the incident electron momentum) and the angle-integrated electron spectrum. The magnitudes of resonance enhancements are found to significantly exceed those for threshold-related ones [10].

The remarkable similarity between plateau features in resonant LAES and ATD implies that information about ATD may be obtained from results for resonant LAES and vice versa. These results are useful for better understanding of resonant phenomena in intense laser-atom interactions, as well as for planning of experiments on laser-modified electron-atom scattering. (See reference [12] in the publication list below.)

**D. Few-Cycle Attosecond Pulse Chirp Effects on Asymmetries in Ionized Electron Momentum Distributions**

We have recently analyzed numerically the asymmetries of ionized electron momentum distributions produced by chirped few-cycle attosecond pulses having various fixed carrier-envelope-phases (CEPs). The central frequency of the pulse is chosen to be 25 eV, which is well above the ionization threshold, so that the contribution of excited states is negligible, the atomic structure is unimportant, and we can focus on the effects of the chirp. Our results are based on solutions of the time-dependent Schrödinger equation for the ground state of the hydrogen atom interacting with a chirped, few-cycle attosecond pulse. Our results allow one to make the following conclusions: First, for few-cycle attosecond pulses having even a small chirp, the asymmetry in the ionized electron momentum distribution can be changed significantly and is sensitive to the sign of the chirp. Second, this asymmetry is also quite sensitive to the CEP of the pulse, even for chirped pulses; the maximum asymmetry is very sensitive to both the chirp and the CEP, occurring for non-zero but small values of the chirp. Third, regarding the energy distributions along $\theta = 0$ and $\theta = \pi$ for chirped pulses, the asymmetry can vanish at particular electron energies that are very sensitive to the chirp. Finally, our results demonstrate clearly that asymmetries in the momentum distributions of electrons ionized by few-cycle, chirped attosecond pulses may provide a means for experimentalists to better characterize their pulses. (See reference [13] in the publication list below.)

**FUTURE PLANS**

Our group is currently carrying out research on the following additional projects: (1) Analyzing few-cycle XUV attosecond pulse carrier-envelope-phase effects on ionized electron momentum and energy distributions in the presence of a few-femtosecond IR laser pulse; (2) Modelling XUV attosecond pulse ionization plus excitation processes in He; (3) Developing an analytic theory for few-cycle attosecond pulse ionized electron spectra using perturbation theory.
PUBLICATIONS STEMMING FROM DOE-SPONSORED RESEARCH (2006 – 2009)


1 Program Scope

The program is aimed at theoretical investigations of a wide range of phenomena induced by ultrafast laser-light excitation of nanostructured or nanosize systems, in particular, metal/semiconductor/dielectric nanocomposites and nanoclusters. Among the primary phenomena are processes of energy transformation, generation, transfer, and localization on the nanoscale and coherent control of such phenomena.

2 Recent Progress and Publications

During the current report period the following papers were supported by this DOE grant. Published in 2009 are: Refs. [1-3], in 2008: Refs. [4-16], and in 2007: Refs. [17-23]. Most of these publications are in top-level refereed journals [1, 2, 5-8, 11-14, 16-19, 21, 22]; there is also a book chapter [4] and advance preprint publications in the ArXiv [3, 9, 10, 15, 20, 23]. Below we highlight the recent publications that we consider most significant.

2.1 Ultrafast Active Plasmonics [1]

Surface plasmon polaritons (SPPs), propagating bound oscillations of electrons and light at a metal surface, have great potential as information carriers for next-generation, highly integrated nanophotonic devices. A number of techniques for controlling the propagation of SPP signals have been demonstrated. However, with sub-microsecond or nanosecond response times at best, these techniques are too slow for future applications. We have reported that femtosecond optical frequency plasmon pulses can be modulated on the femtosecond timescale by direct ultrafast optical excitation of the metal, thereby offering unprecedented terahertz modulation bandwidth—a speed of many orders of magnitude faster than existing technologies. This work was done in collaboration with the experimental group of Prof. N. Zheludev (University of Southampton, UK).

2.2 Nanoconcentration of Terahertz (THz) Radiation in Metal Plasmonic Waveguides [8, 9]

We establish the principal limits for the nanoconcentration of the THz radiation in metal/dielectric waveguides and determine their optimum shapes required for this nanoconcentration [8, 9]. We predict that the adiabatic compression of THz radiation from the initial spot size of order of vacuum wavelength (~10-100 micron) to the final size of ~100-250 nm can be achieved, while the THz radiation intensity is increased by a factor of ~10 to ~250. This THz energy nanoconcentration will not only improve the spatial resolution and increase the signal/noise ratio for the THz imaging and spectroscopy, but in combination with the recently developed sources of powerful THz pulses will allow the observation of nonlinear THz effects and a variety of nonlinear spectroscopies (such as two-dimensional spectroscopy), which are highly informative. This will find a wide spectrum of applications in science, engineering, biomedical research, environmental monitoring, and defense.

2.3 Efficient Nanolens in Full Electrodynamics [16, 24]

As an efficient nanolens, we have proposed a self-similar linear chain of several metal nanospheres with progressively decreasing sizes and separations [25]. The proposed system can be used as a nanoptical detector, Raman characterization, nonlinear spectroscopy, nano-manipulation of single molecules or nanoparticles, and other applications. The second harmonic local fields form a very sharp nanofocus between the smallest spheres where these fields are enhanced by more than two orders of magnitude. This effect can be used for diagnostics and nanosensors. We have also obtained the first results on the Surface Enhanced Raman Scattering (SERS) in the nanosphere nanolens [24] where we show the SERS enhancement factor differs significantly from the commonly used fourth power of the local field enhancement. Recently, we have performed full electrodynamical modeling of the nanolens [16]. We have confirmed the high predicted level of enhancement and found new electrodynamic resonances where the nanosphere aggregate works both as a plasmonic nanoantenna and as an electrodynamic metal antenna.
2.4 Plasmonic Renormalization of Coulomb Interactions [14, 15]

A significant field of activity has study of the effects of the proximity to plasmonic systems on Coulomb interactions in electrons in molecules and semiconductors, i.e., plasmonic resonant renormalization of the Coulomb interactions. We have developed a general theory of the plasmonic enhancement of the many-body phenomena resulting in a closed expression for the surface plasmon-dressed Coulomb interaction [14, 15]. We have illustrated this theory by computing the dressed interaction explicitly for an important example of metal–dielectric nanoshells which exhibits a rich resonant behavior in magnitude and phase. This interaction is used to describe the plasmon-enhanced Förster resonant energy transfer (FRET) between nanocrystal quantum dots near a metal/dielectric nanoshell. The effects of the nanoplasmic renormalization of the Coulomb interaction are of great importance for electron-interaction effects such as electron scattering, Auger relaxation and ionization, chemical reactions, and many-electron kinetics. Ref. [14] has been chosen by the Editors of the New J. Phys. for the collection The NJP Best of 2008.

2.5 Time-Reversal Solution of the Problem of Spatio-Temporal Coherent Control on the Nanoscale [11, 20]

Our research has significantly focused on problem of controlling localization of the energy of ultrafast (femtosecond) optical excitation on the nanoscale. We have proposed and theoretically developed a distinct approach to solving this fundamental problem [26-32]. This approach, based on the using the relative phase of the light pulse as a functional degree of freedom, allows one to control the spatial-temporal distribution of the excitation energy on the nanometer-femtosecond scale. One of the most fundamental problems in nanopalasmonics and nanooptics generally is the spatio-temporal coherent control of nanoscale localization of optical energy. However, a key element was missing: an efficient and robust method to determine a shape of the controlling femtosecond pulse that would compel the femtosecond evolution of the nanoscale optical fields in a plasmonic system to result in the spatio-temporal concentration of the optical energy at a given nano-site within a required femtosecond interval of time. We have solved this problem by using the idea of the time-reversal [11, 20]. We have shown that by exciting a system at a given spot, recording the produced wave in one direction in the far zone, time reversing it and sending the produced plane wave back to the system leads to the required spatio-temporal energy localization. This method can be used both theoretically and experimentally to determined the required polarization, phase and amplitude modulation of the controlling pulses.

2.6 Optimized Concentration of Optical Energy in Tapered Nanoplasmonic Waveguide [13]

In collaboration with D. Gramotnev (Queensland University of Technology, Brisbane, Australia), we have established the optimum shape of a tapered-rod plasmonic waveguide for the optimized nanolocalization of optical energy [13]. This, mostly computational, work allows one to eliminate the condition of adiabaticity. The maximum optical energy delivered to the tip of the structure is achieved when the rate of tapering slightly exceeds that imposed by the adiabatic condition.

2.7 Attosecond Nanoplasmonics [2, 17, 18]

In collaboration with M. Kling, U. Klein eberg, and F. Krausz et al. from Max Planck Institute for Quantum Optics (Garching, Germany) and Ludwig Maximilam University, Munich, Germany, we have theoretically developed a novel concept called Attosecond Nanoplasmonic Field Microscope [17]. It is based on the use of attosecond laser pulses synchronized with an intense, waveform-stabilized optical field driving a nanosystem. The attosecond pulses cause photoemission of electrons in a given phase of the optical excitation, which are accelerated in local nanoplasmonic fields. This work sets the foundation of a novel direction in nanoplasmonics that is attosecond nanoplasmonics that studies that fastest phenomena existing at the nanoscale. There has been a recent progress in experimental work in this direction [2].

In a related development, we have shown that the carrier-envelope phase (CEP) of an excitation pulse significantly defines ultrafast responses of metal nanostructures in the regime of the above-threshold ionization (optical field emission) [18]. This suggests a way to build ultrasensitive detectors of the CEP, which is an important problem of the quantum optics.

2.8 Full Spatio-Temporal Control on Nanoscale [22]

In collaboration with K. Nelson (MIT), we have proposed an approach of full coherent control on the nanoscale [22]. This is a nanoplasmonic counterpart of the active phased array radar. It uses excitation of the plasmon polariton waves by independently exciting a set of nanoparticles on a metal layer by shaped laser pulses uses an array of pulse shapers. The surface plasmon polariton waves excited in such a way interfere to form a front converging to an arbitrarily defined nanoscale point. This approach can be used for a wide range of applications from ultramicroscopy to controlling computations on the nanoscale.
2.9 Criterion of Negative Refraction with Low Optical Losses [19]

We have derived a novel criterion that defines a possibility of a negative-index material that would have a negligible loss at a given working frequency [19]. This criterion is rigorous and general, based on the fundamental principle of causality. It shows that to achieve a negative refraction, a significant loss must be present in the vicinity of the working frequency. This criterion will guide the further quest for the low-loss negative index materials worldwide.

2.10 Surface Enhanced Raman Scattering (SERS) [12, 33]

We have revisited theory of one of the most important phenomena in nanoplasmonics, Surface Enhanced Raman Scattering [12, 33]. This theory shows that the predicted levels of enhancement in the red spectral region are still several orders of magnitude less than the enhancement factors observed experimentally. The difference may be due to the effects not taken into account by the theory: self-similar enhancement [25] or chemical enhancement [34].

Recently, an important development of SERS has been achieved with our participation. For the first time, the enhancing effect of nanolenses (see Sec. 2.3) have been observed [12]. This opens up a way to produce a reproducible, robust, and efficient substrate for SERS with very low background.

2.11 Plans for the Near Future

We will continue the collaborations with the experimental and theoretical groups that we have developed. Among the future projects, we will develop theory of the attosecond nanoplasmonics (see Sec. 2.6). Another group of projects is related to the time-reversal coherent control on the nanoscale proposed recently by us (see Sec. 2.1). There has been a new Focused Program by German Science Foundation Ultrafast Nanooptics recently started with more than 25 groups funded. This Program was to a significant extent induced by our DOE-sponsored work on ultrafast nanoplasmonics. We will continue to work actively in this direction to keep our leading positions. As a result of this collaboration, there a paper [35] submitted and under consideration in Nature Photonics.

Recently, the interest to SPASER, which we introduced in the framework of our first DOE-sponsored project, has tremendously increased. In response to the request by Nature Photonics, we have written a Commentary on SPASER [6]. We intend to revisit and further develop theory of SPASER on the basis of the density matrix approach for quantum dots coupled to the quantized surface plasmon field. We have recently submitted a paper [36] in which theory of SPASER is significantly developed.

A dramatic development in nonlinear nanoplasmonics reported recently has been the discovery of the high-harmonic generation by radiation from an oscillator (without the commonly used amplifiers) on a table top, using plasmonic enhancement in nanoantenna array [37]. We have recently written a News and Views article requested by Nature [5] describing the stunning horizons that this discovery opens up. Currently we are actively collaborating on this subject with the group of Dr. Matthias Kling (MPQ, Garching, Germany) providing theoretical ideas and support for the ongoing experiments.

One of the most promising directions of our work is ultrafast nanooptics in ultrastrong fields. In this research, we are actively collaborating with the Division of Attosecond and Ultrastrong Fields at Max Planck Institute for Quantum Optics (MPQ) (Garching, Germany) headed by Prof. F. Krausz where I have spent the last nine month on a sabbatical leave.
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Laser-Produced Coherent X-Ray Sources
Donald Umstadter, Physics and Astronomy Department, 212 Ferguson Hall, University of Nebraska, Lincoln, NE 68588-0111, dpu@unlserve.unl.edu

Program Scope
In this project, we experimentally and theoretically explore the physics of novel x-ray sources, based on the interactions of ultra-high-intensity laser light with matter. Laser-accelerated electron beams are used to produce x-rays in the energy range 1-100 keV using techniques such as Thomson scattering off a second laser pulse, or betatron oscillations in a laser-produced ion channel. Such photon sources can provide information on the structure of matter with atomic-scale resolution, on both the spatial and temporal scale lengths—simultaneously. Moreover, because the electron beam is accelerated by the ultra-high gradient of a laser-driven wakefield, the combined length of both the accelerator and wiggler regions is only a few millimeters. The x-ray source design parameters are sub-angstrom wavelength, femtosecond pulse duration, and university-laboratory–scale footprint. The required components, laser system (delivering peak power > 100 TW at a repetition rate of 10 Hz) and electron accelerator (delivering beams with energy up to 800 MeV and divergence of 2 mrad) have been developed and characterized.

This project involves the physics at the forefront of relativistic plasma physics and beams, as well as relativistic nonlinear optics. Applications include the study of ultrafast chemical, biological and physical processes, such as inner-shell electronic or phase transitions. Industrial applications include non-destructive evaluation, large-standoff–distance imaging of cracks, remote sensing and the detection of shielded nuclear materials.

Recent Results
We have studied x-ray generation from betatron emission, improved the performance of the laser-wakefield accelerator by implementation of the optical injection technique, refined the procedure for overlapping the electron beam with the scattering beam for Thomson scattering, and increased the x-ray detection signal-to-noise ratio.

Generation of betatron x-rays from plasma channels
A high-power laser pulse propagating through plasma expels electrons due to the transverse ponderomotive force. The wakefield driven by the laser pulse accelerates electrons to MeV energies. In the ion channel produced by the laser pulse, the relativistic electrons execute betatron motion and radiate x-rays. Depending on the regime in which the electrons are accelerated, the x-rays may be produced by a Maxwellian electron beam or a quasi-monoenergetic beam. The oscillatory motion of the electrons in the ion channel has an angular frequency $\omega_b = \omega_p / \sqrt{2} \gamma$ for electrons with a period $\lambda_b$ in a wiggler with strength parameter $K = \gamma k_b r_0$ leads to the production of x-rays. Two regimes are of particular interest: (i) $K << 1$, the motion is akin to an undulator with radiation being primarily emitted at the fundamental frequency $\omega_f = \sqrt{2} \omega_p \gamma^{3/2}$; (ii) $K >> 1$ corresponds to the wiggler regime, wherein broadband radiation is emitted with a cutoff frequency $\omega_c = (3/2)^{1/2} \gamma^2 c r_0 k_b^2$. The spectral characteristics of the emitted radiation depend on the initial electron energy as well as the plasma channel including the initial coordinate.

Prior work on betatron emission has been performed in high-density channels with lower energy polychromatic electron beams.\textsuperscript{1} We are now able to produce high-quality electron beams and extended plasma channels that will efficiently produce x-rays. Preliminary experiments have been performed to study this process and a forward directed beam of x-rays observed. High-power laser pulses are focused onto a gas jet and produce energetic electron beams by the process of laser wakefield acceleration. These electrons then oscillate in the plasma channel and

radiate x-rays. These are detected with sensitive image plate detectors. The x-rays excite metastable states in the
detector which can then be read off with a laser. A 2-μm thick aluminum foil is used to protect the plates from infra-
red light. The channeling of the laser beam through the plasma is optically imaged. A strong magnetic field is used
to measure the energy of the electrons and also ensure that the x-ray detector does not see any electrons. A mesh is
placed along the path of the x-rays for source size measurements. Using this setup we have observed x-rays in the
forward direction. The results are shown in Figure 1. With a monoenergetic electron beam, a forward cone of x-rays
is observed. Simple attenuation measurements with filters indicate a mean energy of 5 keV.

Optical injection of electrons into wakefield plasma waves

The electrons that are accelerated by laser wakefields can be injected either by internal or external means. In the
latter case, a separate (external) electron accelerator, such as an RF gun, pre-accelerates electrons that are focused
into the wakefield plasma wave. This method, however, suffers from problems such as a mismatch between the
lengths of the electron bunch and the accelerator bucket, as well as timing jitter.

In the case of internal injection, the electrons come from the plasma used to support the wakefield. The greatest
degree of accelerator stability, control and tunability can be achieved by means of active injection, in which the
means of electron injection is separated from that of plasma wave generation. In one such approach, the case of
optical injection, a separate laser pulse, synchronized with the wakefield driver laser pulse, acts to kick electrons
into the proper phase to become trapped by the wakefield.

![Figure 1: Observation of betatron emission from laser-produced plasma channels. (a) laser channel observed by
imaging fundamental light scattered from the channel (b) monoenergetic electron beam with energy of 150 MeV (c)
forward directed cone of x-rays superimposed on mesh. The x-ray energy from filtered measurements is ~5 keV.
We have recently demonstrated this technique experimentally using the experimental setup illustrated in Figure 2. A
second synchronized high intensity laser pulse (Pulse 2), from the same laser system, was directed in an almost
counter-propagating direction (170 degrees) to the direction of the wakefield drive pulse (Pulse 1), and overlapped
spatially with the wakefield. In the current experiments a 3 mm supersonic nozzle is used. For initial observation of
optical injection the two pulses interact in the center of the nozzle as shown. The plasma density is chosen to be
5×10^{18} cm^{-3} and the laser power used in these experiments is 25 TW. Also, the nozzle is translated by 500 μm
from the optimal position for generation of self-injected electron beams to ensure that Pulse 1 by itself does not produce
an electron beam. Pulse 3 is a low power beam used for shadowgraphy. A fluorescent screen was placed several
centimeters downstream from the interaction point and a magnet used for energy dispersion. An aluminum foil
placed in front of the screen prevented the laser beam from reaching the screen.

---

Figure 2: Schematic of the experimental setup to obtain electron beams by optical injection. Pulse 1 drives a wake in the supersonic nozzle while pulse 2 injects electrons into the wake at the correct phase. Pulse 3 is a low power beam used for shadowgraphy in order to overlap Pulses 1 and 2. The inset shows the interaction point where the two pulses interact in a nearly counterpropagating geometry.

Figure 3 shows a series of energy resolved electron spectra, comprised of CCD camera images of the fluorescent screen on different laser shots, which show no presence of electron beam when injection pulse was not present. In Figure 4 is shown a series of CCD camera images of the fluorescent screen on different laser shots showing the presence of an electron beam when the injection pulse was present. For the beams depicted above, the energy is 245 MeV with an angular divergence of 2.8 mrad.

A significant advantage of the injection technique is that it permits tunability of the source by varying the injection point. In our experiments this is done by either changing the temporal delay which alters the point at which injection occurs or by translating the supersonic nozzle. The former is preferable because in the latter case the wake produced by the first pulse gets modified. By varying the delay we could tune the electron energy from 160 MeV to 315 MeV with beam quality comparable to what is shown for 245 MeV.

Figure 3: A series of energy resolved electron spectra, comprised of CCD camera images of the fluorescent screen on different laser shots showing no presence of electron beam when injection pulse was not present.

Figure 4: Energy resolved electron spectra, comprised of CCD camera images of the fluorescent screen showing presence of electron beam when injection pulse was present. The electron beam energy was measured to be 245 MeV with a divergence of 2.8 mrad and beam charge of 400 pC.

Passive self-injection occurs when the wakefield is driven to sufficient amplitude to cause wavebreaking, which results in electrons becoming trapped in the wakefield. This method is most successful with use of ultrashort laser pulses in the so-called bubble regime, in which a single acceleration bucket is formed. We have found a set of parameters, in which the laser and plasma wave parameters are matched. Last year we reported the generation of stable high energy (400 MeV), low angular divergence (< 2 mrad) beams by use of a 4-mm long plasma. We have since then obtained electron beams with energy up to 0.8 GeV, by extending the length of the plasma to 1 cm.
These improvements in the performance of the laser wakefield electron accelerator will benefit the generation of monoenergetic hard x-rays.

Current Activities and Future Plans

The study of betatron x-rays from the oscillation of relativistic electrons in plasma channels will be further investigated. In particular, we will seek to identify the characteristics of betatron radiation in the bubble regime of wakefield acceleration. Prior studies indicate that in the self-modulated regime a broadband emission spectrum is observed in the forward direction with an angular spread of 20-50 mrad. We have observed betatron emission with quasi-monoenergetic beam. As described previously, the betatron emission depends on both the plasma characteristics as well as the acceleration of electrons by the laser wakefield. In the regime of quasi-monoenergetic electron acceleration, the electron energies are extremely large ($\gamma = 20$-1,600) and tunable, making for a broadband, tunable x-ray source.

Proof-of-principle experiments are currently underway to use the electron beam and laser pulse discussed above to also generate ultrashort pulses of 100-keV energy x-rays by means of Thomson scattering. All optical elements have been aligned to focus the scattering laser pulse (in a counter-propagating direction) to overlap with the electron pulse at the exit of the accelerator. Also, the requisite x-ray detectors and spectrometers have now been tested as an integrated into the experiment. Recently, the detection sensitivity has been significantly improved (by a factor of $10^3$), and the background noise level has been suppressed.

The Diocles laser system is currently being upgraded in peak power by an order of magnitude, to the PW level. An additional amplifier is being added, which will be pumped with four Nd:Glass pump lasers, each producing 25 J of pump power, to amplify the 800-nm beam from the current 5 J to 50 J per pulse. The amplified pulse will be compressed to 30 fs with output energy of 30 J. The four pump lasers, an additional compressor chamber, and the requisite larger diffraction gratings (60 cm x 50 cm) have already been manufactured and delivered to UNL. Once the PW amplifier upgrade is completed, the system’s repetition rate will be 0.1 Hz, the highest of any planned or existing PW laser in the U.S. This increase will enable access to the highly relativistic Thomson scattering regime.
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1 Program Scope
We use intense, shaped, ultrafast laser pulses to control molecular dynamics and high level \textit{ab initio} calculations to interpret and guide the control. We are applying the techniques and understanding we have developed to molecular wave function imaging and pulse shape spectroscopy.

2 Recent Progress
2.1 Controlling Molecular Isomerization
Isomerization plays a crucial role in fundamental processes such as vision and combustion, and there is substantial interest in controlling isomerization from the perspective of molecular switches. We have used shaped ultrafast laser pulses in the deep ultraviolet to control the ring opening isomerization of 1,3-cyclohexadiene (CHD) to form 1,3,5-hexatriene (HT). The experiments are performed with a gas phase sample, and the isomerization yield is probed with dissociative ionization driven by a time-delayed, intense infrared laser pulse\(^\dagger\). We find that a shaped pulse yields a \(\sim 37\%\) increase in the isomerization over an unshaped laser pulse. Differences in the electronic structure of the ions for the two isomers, as shown by \textit{ab initio} calculations, result in very different fragmentation products following strong-field ionization, and we use this to monitor control over the isomerization of molecules such as CHD in the gas phase. We carried out multireference perturbation theory calculations on the ionic states of CHD as a function of the C-C bond breaking, which is representative of the reaction coordinate for the isomerization. The calculations show how the gap between the excited cationic states changes along the reaction coordinate, giving rise to different fragmentation patterns. As strong field ionization is very sensitive to the effective ionization potential, the smaller energy gap between the ground and first excited states of HT\(^+\) leads to population of excited ionic states during ionization in the strong IR pulse leading to fragmentation, whereas the larger gap in CHD\(^+\) leads primarily to excitation of the ground ionic state. Our measurements and calculations demonstrate how one can use strong-field dissociative ionization as a diagnostic tool for closed-loop control experiments in the gas phase when the different final states have identical atomic composition but different geometries.

2.2 Ionic States of Cytosine as a Tool to Monitor its Excited State Dynamics
The use of dissociative ionization as a probe of molecular configuration seems to be a general tool for molecules with low lying resonances in the cation. Measurements we have performed in phenyl acetylene in analogy to our CHD measurements indicate that there are significant conformational changes occurring on femtosecond timescales following excitation at 260 nm. We are currently working on applying this technique to the DNA bases, for which Matsika has performed detailed calculations of the excited neutral states.\(^\ddagger\)\(^\ddagger\)

All DNA/RNA bases have very short excited state lifetimes which are attributed to relaxation pathways through conical intersections.\(^\ddagger\)\(^\ddagger\) This has been supported by several theoretical
Figure 1: Excited states of the cytosine radical cation, calculated using CASSCF, at various critical points along two relaxation pathways of the neutral. After excitation on the S\textsc{1} surface of neutral cytosine, two pathways can lead to conical intersections C1 and C2.

studies, which show the existence of conical intersections in all nucleobases. In cytosine two different pathways have been calculated that can lead to radiationless relaxation through conical intersections. The \textit{ab initio} calculations, however, cannot predict whether both pathways are accessible or whether only one dominates the dynamics. Dissociative ionization after UV excitation can provide very useful information of the excited state dynamics. In order to interpret the measurements, we have performed multiconfigurational calculations (CASSCF) of the ionic spectrum for cytosine at critical points along two relaxation pathways of the neutral. These calculations, shown in Fig. 1, reveal that the gap between ground and excited states in the cation differs significantly along the relaxation pathways, providing great promise for observing dynamics and differentiating between the various pathways. Furthermore, the IP changes significantly along the relaxation pathways, suggesting that the ion yields for both the parent and fragment ions will show dramatic changes as a result of the neutral dynamics.

2.3 Towards Pulse Shape Spectroscopy

Many of our control experiments lead naturally to the development of ‘pulse shape spectroscopy’, where rather than measuring a molecular fragment yield or emission/absorption as a function of laser frequency, one measures the yield or emission/absorption as a function of laser pulse shape (spectral phase)\textsuperscript{5}. While these types of measurements may offer a wealth of information regarding molecular structure and dynamics, an important hurdle to overcome is the interpretation of the measurements for strong field shaped pulses, which typically show a complicated dependence on many pulse shape parameters which are coupled\textsuperscript{6}. Our approach is to tackle the problem from both sides of the complexity spectrum, interpreting closed loop learning control experiments with the aid of molecular structure and wave packet calculations, as well as performing simple pulse shape parameter scans, where the interpretation of the measurements can borrow from established techniques. In terms of the second approach, we are currently pursuing two dimensional (2D) Fourier transform electronic spectroscopy experiments\textsuperscript{7} in the deep ultraviolet with the aid of our recently developed acousto-optic modulator based deep UV pulse shaper\textsuperscript{8}. The pulse shaper can be used to generate the excitation pulse pair, with arbitrary control over the relative phase and delay of the pulse and very high phase stability (measured to be better than $\lambda/200$ at 260 nm, which corresponds to a timing jitter of less than 10 attoseconds). With arbitrary control over
the phase and delay between the pulses, we can work in a rotating frame, sampling at rates much lower than the laser frequency, and we can also implement phase cycling for improved data quality\textsuperscript{9,10}. Two dimensional spectroscopy is a natural starting point for pulse shape spectroscopy, as there is an established framework for interpreting the measurements and pulse shaping greatly simplifies the experimental apparatus and allows for increased freedom in the excitation pulse sequence.

Performing 2D spectroscopy in the deep UV allows us to work on the DNA bases, for which excited state dynamics on the S\textsubscript{1} surface is of particular interest as discussed above. Figure 2 shows our recently measured 2D UV spectrum for adenine, with a comparison between data taken with and without phase cycling. Panel (a) shows data taken without phase cycling and panel (b) shows data taken with phase cycling. Both data sets were taken with the same number of laser shots and pulse energies, so they can be compared directly. As is clear from the figure, phase cycling improves the signal to noise in the data.

![Figure 2: Real component of the 2D spectrum of Adenine in water (a) without phase cycling, (b) with four-phase-cycling.](image)

3 Future Plans

3.1 Developing Pulse Shape Spectroscopy

We are currently working on extending our 2D UV spectroscopy measurements to include probing at different wavelengths. This will allow us to follow wave packet dynamics on the excited state far from the Franck Condon point. Our current experimental apparatus allows us to easily probe at \( \sim 390 \text{ nm} \) and \( \sim 780 \text{ nm} \). If we are able to measure interesting dynamics at these colors, we will also pursue measurements throughout the UV and visible, generating a broadband probe via continuum generation\textsuperscript{11}. Ultimately, we would like to extend our measurements to more complicated pulse shape parameterizations, including multiple pulses with different relative phases, which are easily programmed onto the laser via our pulse shaper.

3.2 UV Pump IR Probe Experiments in DNA Bases

We have recently upgraded our molecular beam for the UV pump IR probe experiments in order to be able to perform measurements on the DNA bases. The cationic state calculations show promise for being able to track the dynamics in the neutral excited state via dissociative ionization in analogy to the CHD pump-probe measurements. This should allow us to distinguish between the allowed pathways that the electronic structure calculations predict. Furthermore, we are interested in trying to influence the dynamics in the excited state by shaping the UV excitation pulse as we have done in CHD.
3.3 Time-Dependent Nuclear Dynamics
We are also working on extending our \textit{ab initio} calculations to include time-dependent nuclear dynamics. This will enable us to interpret the dynamical behavior of the systems observed experimentally. It will also provide us with the tools to understand the control mechanisms in the future. Standard wave-packet propagation methods are computationally intensive and are usually restricted to a small number of degrees of freedom, so these methods are of limited applicability for studying the polyatomic systems we are interested in. The multiconfigurational time-dependent Hartree method (MCTDH) developed by Manthe, Meyer and Cederbaum is a more appropriate choice since it can be used with more degrees of freedom.\textsuperscript{12} In MCTDH the wavefunction is expressed as an expansion of many configurations, where each configuration is built as a Hartree product of time-dependent single-particle functions. We are working on using this method with the potential energy surfaces obtained from our \textit{ab initio} calculations.
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Study of ultracold molecules promises important prospects such as novel control of chemical reactions and molecular collisions, precision measurement of fundamental physical properties, and new methods for quantum information processing and simulations of quantum states of matter. A variety of chemically interesting molecular species can be prepared in a single internal state at temperatures of a few milliKelvins. Located in a magnetic trap and polarized under a uniform electric field, these molecules now allow explorations of low-energy scatterings near the quantum threshold and they will be subject to studies of collision and reaction dynamics that are dominated by long-range, anisotropic dipolar interactions.

A quantum degenerate gas of polar molecules will greatly facilitate these research activities. In collaboration with Deborah Jin, we have achieved a high phase-space-density polar molecular gas in the absolute ro-vibrational ground state. These molecules are confined in an optical trap, with a density of $10^{12}$ cm$^{-3}$ at a temperature of 300 nK and a measured permanent electric dipole moment of 0.55 Debye. By preparing these molecules in a single quantum state including the nuclear spin, we are now studying state-specific chemical reactions at ultralow temperatures. Novel dipolar collisions between molecules have been discovered. In addition to exploring molecular dynamics and reactions in the quantum regime with manifestly long-range, anisotropic dipolar characters, these highly dense polar molecules will open the door to studies of new quantum phase transitions.
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